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We construct explicitly a special class of semigroups of completely positive maps on the CAR algebra and give an application on a model of thermal contact.

## I. INTRODUCTION

Recently, semigroups of completely positive maps on $C^{*}$-algebras have been introduced in mathematical physics. The main physical motivation to study such objects comes from non equilibrium statistical mechanics. Groups of automorphisms have been used with success to describe dynamics of reversible processes. They give also a good description of return to equilibrium for weakly interacting systems close to equilibrium.

In opposite, one cannot hope to use groups of automorphisms to describe irreversible processes arising from systems far from equilibrium. The use of semigroups of completely positive maps is a simple theoretical alternative in this case, which conserves the deterministic properties of groups in only one time direction and involves nonhomomorphic transformations of the algebras.

The general structure of such semigroups is only known under some strong continuity conditions. ${ }^{1}$ On the other hand several constructions are available in particular cases. ${ }^{2-5}$

This paper is organized as follows. In Sec. II, we introduce semigroups of quasi-free completely positive maps on Clifford algebra and describe their structure. In Sec. III, we consider more specifically a one-dimensional continuous system of fermions and study a special class of quasi-free semigroups, namely those which transform in itself the class of quasi-free states which are stable and invariant under the free evolution. We give explicit constructions in Proposition III. 5.

Finally, Sec. IV is devoted to an application on a model of thermal contact. We exhibit a quasi-free semigroup which asymptotically transforms an initial state describing two subsystems at different temperatures to the expected equilibrium state for the total system.

## II. COMPLETELY POSITIVE QUASI-FREE SEMIGROUPS ON CLIFFORD ALGEBRA

Let ( $H, s(.,$.$) ) be a real Hilbert space; its associated Clif-$ ford algebra $\mathfrak{U}(H, s)$ is generated by $\mathbb{1}$ and the self-adjoint, real linear elements $B(\psi), \psi \in H$, satisfying

$$
\{B(\psi,) B(\varphi)\}=2 s(\psi, \varphi) \mathbb{1} .
$$

[^0]A linear map $\Phi: \mathfrak{U}(H, s) \rightarrow \mathfrak{U}(H, s)$ is called completely positive (CP) if, for all $n \in \mathbb{N}, \Phi \otimes 1_{M_{n}}$ is positive on $\mathfrak{U}(H, s) \otimes M_{n}$, where $M_{n}$ is the algebra of $n \times n$ complex matrices.

In the following, we shall deal with CP maps of a special structure, namely the quasi-free completely positive maps.

A linear mapping $\rho$ from the algebra of finite, complex, linear combinations of $\mathbb{1}$ and the monomials $\boldsymbol{B}\left(\psi_{1}\right) \ldots B\left(\psi_{n}\right)$ with $\psi_{i} \in H, n=1,2, \ldots$, into $\mathbb{C}$ is called a quasi-free functional on $\mathfrak{H}(H, s)$ if it satisfies:
(i) $\rho\left(B\left(\psi_{1}\right) \cdots B\left(\psi_{2 n+1}\right)\right)=0$,
(ii) $\rho\left(B\left(\psi_{1}\right) \cdots B\left(\psi_{2 n}\right)\right)$

$$
=\sum_{P}(-1)^{\chi(P)} \rho\left(B\left(\psi_{i_{1}}\right) B\left(\psi_{i_{2}}\right)\right) \cdots \rho\left(B\left(\psi_{i_{2 n}},\right) B\left(\psi_{i_{2}}\right)\right)
$$

where the sum is taken over all partitions $P$ of $\{1,2, \ldots, 2 n\}$ into sets $\left\{i_{2 k-1}, i_{2 k}\right\}, k=1, \ldots, n$, such that $i_{2 k-1}<i_{2 k}$ and $i_{1}$ $<i_{3}<\cdots<i_{2 n-1}$ and where $\chi(P)$ is the parity of the permutation $\{1,2, \ldots, 2 n\} \rightarrow\left\{i_{1}, i_{2}, \ldots, i_{2 n}\right\}$.

Theorem II.1: Let $T \in \mathfrak{B}(H), \rho$ be a quasi-free functional on $\mathfrak{U}(H, s)$ and $\Phi$ be defined by:

$$
\begin{align*}
\Phi\left(B\left(\psi_{1}\right) \cdots B\left(\psi_{n}\right)\right)= & \sum_{P}(-1)^{\chi(P)} B\left(T \psi_{i_{1}}\right) \cdots B\left(T \psi_{i_{k}}\right) \\
& \times \rho\left(B\left(\psi_{i_{k}, i}\right) \cdots B\left(\psi_{i_{n}}\right)\right), \tag{1}
\end{align*}
$$

where the summation is taken over all the partitions $P$ of $\{1, \ldots, n\}$ into two sets $\left\{i_{1}, \ldots, i_{k}\right\},\left\{i_{k+1}, \ldots, i_{n}\right\}$ satisfying $i_{1}$ $<i_{2}<\cdots<i_{k}, i_{k+1}<\cdots<i_{n}$ (a monomial of order zero is taken to be 1 ) and where $\chi(P)$ is the parity of the permutation $\{1, \ldots, n\} \rightarrow\left\{i_{1}, \ldots, i_{n}\right\}$.

Then $\Phi$ extends to a completely positive unity preserving mapping on $\mathfrak{H}(H, s)$ if and only if
(i) $T$ is a contraction on $(H, s)$;
(ii) $\rho$ extends to a quasi-free state on $\mathfrak{H}\left(H, s_{T}\right)$, where $s_{T}(.,)=.s(.,)-.s(T ., T$.$) .$

Proof: The sufficiency of the conditions (i) and (ii) follows from a straightforward generalization of Ref. 4.

We now prove the necessity. As $\rho$ is quasi-free one has for $\psi \in H$

$$
\begin{aligned}
\mathrm{s}(\psi, \psi)^{2} \rho(\mathbb{1}) & =\rho(B(\psi) B(\psi) B(\psi) B(\psi)) \\
& =\rho(B(\psi) B(\psi)) \rho(B(\psi) B(\psi)) \\
& =s(\psi, \psi)^{2} \rho(\mathbb{1})^{2},
\end{aligned}
$$

and so

$$
\rho(\mathbb{1})=1 .
$$

As $\forall \psi \in H$,

$$
\Phi(B(\psi))=B(T \psi) \rho(\mathbb{1})=B(T \psi),
$$

and as $\Phi$ is certainly 2-positive, one has:

$$
\begin{aligned}
s(T \psi, T \psi) \mathbf{I} & =B(T \psi) B(T \psi) \\
& =\Phi(B(\psi)) \Phi(B(\psi)) \\
& \leqslant \Phi(B(\psi) B(\psi)) \\
& =s(\psi, \psi) \Phi(\mathbb{1}) \\
& =s(\psi, \psi) 1 .
\end{aligned}
$$

Therefore $T$ is a contraction.
Finally for $\psi_{1}, \psi_{2} \in H$ and $\lambda \in \mathbb{C}$ one finds, using:

$$
\begin{aligned}
& \Phi\left[B\left(\psi_{1}\right)+\lambda B\left(\psi_{2}\right)\right] \Phi\left[B\left(\psi_{1}\right)+\lambda B\left(\psi_{2}\right)\right]^{*} \\
& \quad \leqslant \Phi\left[\left(B\left(\psi_{1}\right)+\lambda B\left(\psi_{2}\right)\right)\left(B\left(\psi_{1}\right)+\bar{\lambda} B\left(\psi_{2}\right)\right)\right]
\end{aligned}
$$

that

$$
\begin{aligned}
& |\lambda|^{2} s_{T}\left(\psi_{2}, \psi_{2}\right)+2 \operatorname{Re}\left\{\bar{\lambda} \rho\left(B\left(\psi_{1}\right) B\left(\psi_{2}\right)\right)\right\} \\
& \quad+s_{T}\left(\psi_{1}, \psi_{1}\right) \geqslant 0 .
\end{aligned}
$$

As $T$ is a contraction on $(H, s)$ this implies that

$$
\begin{equation*}
\left|\rho\left(B\left(\psi_{1}\right) B\left(\psi_{2}\right)\right)\right|^{2} \leqslant s_{T}\left(\psi_{2}, \psi_{2}\right) s_{T}\left(\psi_{1}, \psi_{1}\right) . \tag{2}
\end{equation*}
$$

Using the self-adjointness of $\rho$ and (2) one now immediately obtains

$$
\rho\left(B\left(\psi_{1}\right) B\left(\psi_{2}\right)\right)=s_{T}\left(\psi_{1}, \psi_{2}\right)+i s_{T}\left(A \psi_{1}, \psi_{2}\right),
$$

where $A \in \mathfrak{B}\left(H, s_{T}\right)$ satisfies

$$
s_{T}\left(A \psi_{1}, \psi_{2}\right)=-s_{T}\left(\psi_{1}, A \psi_{2}\right)
$$

and

$$
\|A\|_{s_{t}} \leqslant 1 .
$$

It follows that $\rho$ extends to a quasi-free state on $\mathfrak{A}\left(H, s_{T}\right)$.
A completely positive unity preserving map on $\mathfrak{\Re}(H, s)$ that satisfies the conditions of Theorem II. 1 will be called quasi-free and we use the short-hand notation CPQF to designate it. In order to define a CPQF map it is sufficient to give its action on monomials $B\left(\psi_{1}\right) B\left(\psi_{2}\right)$ of second degree.

Usually, one starts from a complex Hilbert space ( $\mathscr{H},\langle\cdot \mid \cdot\rangle$ ). Its underlying real Hilbert space ( $H, s$ ), with $s(\cdot, \cdot)=\operatorname{Re}\langle\cdot \mid \cdot\rangle$, coincides with $\mathscr{H}$ as a real vector space. In this case, creation and annihilation operators are defined by

$$
\begin{aligned}
& a^{*}(\psi)=\frac{1}{2}[B(\psi)-i B(i \psi)], \\
& a(\psi)=\frac{1}{2}[B(\psi)+i B(i \psi)],
\end{aligned}
$$

and satisfy the usual CAR. The gauge automorphisms $\gamma_{\theta}$ are then given by

$$
\gamma_{\theta} a^{*}(\psi)=e^{i \theta} a^{*}(\psi), \quad \theta \in[0,2 \pi] .
$$

We are especially interested in strongly continuous semigroups of CPQF maps which commute with the gauge automorphisms.

One immediately checks that such a semigroup $\Phi_{t}$ is defined by

$$
\begin{equation*}
\Phi_{t}: a^{*}(\psi) a(\varphi) \rightarrow a^{*}\left(T_{t} \psi\right) a\left(T_{t} \varphi\right)+\left\langle Q_{t} \varphi \mid \psi\right\rangle \tag{3}
\end{equation*}
$$

where $\left\{T_{t} \mid t \in \mathbb{R}^{+}\right\}$is a strongly continuous contraction semigroup on $\mathscr{H}$ and $\left\{Q_{t} \mid t \in \mathbb{R}^{+}\right\}$is a weakly continuous family of bounded operators on $\mathscr{H}$ satisfying

$$
0 \leqslant Q_{t} \leqslant 1-T_{t}^{*} T_{t}, \quad t \geqslant 0
$$

and

$$
Q_{t_{1}+t_{2}}=Q_{t_{1}}+T_{t_{1}}^{*} Q_{t_{2}} T_{t_{1}}, \quad t_{1}, t_{2} \geqslant 0
$$

Let $\omega_{A}$ be a gauge invariant quasi-free state defined by ${ }^{6}$

$$
\omega_{A}\left(a^{*}(\psi) a(\varphi)\right)=\langle\varphi \mid A \psi\rangle,
$$

and $\left\{\Phi_{t} \mid t \in \mathbb{R}^{+}\right\}$as in Eq. (3), then $\omega_{A} \circ \Phi_{t}$ is again a gauge invariant quasi-free state and

$$
\begin{equation*}
\omega_{A} \circ \phi_{t}=\omega_{T, A T_{t}+Q_{i}} \tag{4}
\end{equation*}
$$

## III. CPQF SEMIGROUPS ASSOCIATED TO FREE EVOLUTIONS

In this section we explicitly construct gauge invariant CPQF semigroups. To keep the situation as simple as possible, we will treat a one dimensional continuous system of free fermions. From now on, $\mathfrak{A l}$ is the Clifford algebra built on $\mathscr{L}^{2}(\mathbb{R}, d x)=\mathscr{H}$.

The free evolution on $\mathfrak{N}$ is described by a group $\left\{\alpha_{t} \mid t \in \mathbb{R}\right\}$ of automorphisms given by

$$
\alpha_{t} a^{*}(\psi)=a^{*}\left(e^{-i \Delta t} \psi\right), \quad \psi \in \mathscr{H} .
$$

We pass immediately to the momentum representation. The free evolution is then given by

$$
a^{*}(\psi) \rightarrow a^{*}\left(M_{\exp \left(i t k^{2}\right)} \psi\right),
$$

where $M_{F}$ denotes the multiplication operator on $\mathscr{H}$ with the function $k \rightarrow F(k)$.

A gauge invariant quasi-free state which is invariant and stable for the free evolution is determined by a multiplication operator $\boldsymbol{M}_{a(k)}$ on $\mathscr{H}$ with $0 \leqslant a(k) \leqslant 1$ and $a(k)=a(-k)$.

We now write $\mathscr{H}=\mathscr{H}{ }^{\cdots} \oplus \mathscr{H}+$ with

$$
\mathscr{H} \pm=\left\{\psi \in \mathscr{H} \mid \operatorname{Supp} \psi \subset \mathbb{R}^{ \pm}\right\}
$$

and define the inversion operator

$$
\begin{equation*}
(p \psi)(k)=\psi(-k) . \tag{5}
\end{equation*}
$$

So, the gauge invariant quasi-free states which are invariant and stable for the free evolution are in one-to-one correspondence with the multiplication operators on $\mathscr{H}^{+}$, nonnegative and bounded by 1 .

We wish now to study the subclass of gauge invariant CPQF semigroups which are essentially characterized by the requirement that they conserve invariance and stability properties of states with respect to the free evolution. As long as only gauge invariant quasi-free states are concerned the previous remarks allow us to restrict our study to semigroups on $\mathfrak{U}\left(\mathscr{H}^{+}\right)$. Then, using in the momentum representation the same notations as in Eq. 3, it is sufficient, considering Eq. 4 , to impose that $\tilde{\Phi}_{t}(\mathscr{M}) \subset \mathscr{M}$, where

$$
\tilde{\Phi}_{t}(A)=T_{t}^{*} A T_{t}+Q_{t}, \quad A \in \mathfrak{B}\left(\mathscr{H}^{+}\right)
$$

and $\mathscr{M}$ is the Von Neuman algebra of multiplication operators on $\mathscr{H}^{+}$.

For clarity, we summarize the previous notions in the following definition:

Definition III.1: A free semigroup of CPQF maps on $\mathfrak{N}\left(\mathscr{H}^{+}\right)$is a semigroup of maps $\Phi_{t}, t \in \mathbb{R}^{+}$, defined by

$$
\Phi_{t}: a^{*}(\varphi) a(\psi) \rightarrow a^{*}\left(T_{t} \varphi\right) a\left(T_{t} \psi\right)+\left\langle Q_{t} \psi \mid \varphi\right\rangle
$$

with the following properties:
(i) $t \in \mathbb{R}^{+} \rightarrow T_{t}$ is a strongly continuous semigroup of
contractions on $\mathscr{H}^{+}$,
(ii) $t \in \mathbb{R}^{+} \rightarrow Q_{t}$ is weakly continuous and $0 \leqslant Q_{t}$ $\leqslant 1-T_{t}^{*} T_{t}$,
(iii) $Q_{t_{1}+t_{2}}=Q_{t_{1}}+T_{t_{1}}^{*} Q_{t_{2}} T_{t_{1}}, \quad t_{1}, t_{2} \geqslant 0$,
(iv) $\tilde{\Phi}_{t}(\mathscr{M}) \subset \mathscr{M}$.

It follows immediately from (iii) that $Q_{t} \in \mathscr{M}$ and $T_{t}^{*} \mathscr{M} T_{t} \subset \mathscr{M}$. As $T_{t}$ is a contraction semigroup $T_{t}^{*} T_{t}$ is decreasing and bounded by 1 from above, $\mathrm{s}-\lim _{t \rightarrow \infty} T_{t}^{*} T_{t}$ $=R_{\infty}$ exists and belongs to $\mathscr{M}$. It follows also from (ii) and (iii) that $Q_{t}$ is increasing and bounded by 1 , therefore also $Q_{\infty}=\mathrm{s}-\lim _{t \rightarrow \infty} Q_{t}$ exists and belongs to $\mathscr{M}$. Two essentially different cases can be distinguished:
(1) $R_{\infty}=0$, then $T_{t}$ converges strongly to zero and one sees immediately from (1) that for any state $\omega, \omega \circ \Phi_{i}$ converges in the $w^{*}$-topology as $t \rightarrow \infty$ to one and the same gauge invariant quasi-free state defined by $Q_{\infty}$. Explicit examples of this type of situation can be found in Ref. 2.
(2) $R_{\infty} \neq 0$. In this case there exists at least a one parameter family of gauge invariant quasi-free states, invariant under $\Phi_{t}$; namely those defined by the operators $Q_{\infty}+\lambda R_{\infty}$, $0 \leqslant \lambda \leqslant 1$. We now investigate this case in more detail.

Lemma III.2: With the same notations as above: Let $\left\{T_{t} \mid t \in \mathbb{R}^{+}\right\}$be a strongly continuous semigroup of contractions on $\mathscr{H}+$ such that
(i) $T_{t}^{*} \mathscr{M} T_{t} \subset \mathscr{M}, t \geqslant 0$,
(ii) $T_{1}^{*} M_{F_{0}} T_{t}=M_{F_{0}}$, where $0 \neq F_{0} \in \mathscr{L}_{+}^{\infty}\left(\mathbb{R}^{+}, d k\right)$,
and where $M_{F_{0}}$ is the multiplication operator by $F_{0}$ on $\mathscr{H}+$.
There exists then a strongly continuous semigroup $\left\{V_{t} \mid t \in \mathbb{R}^{+}\right\}$of isometries on $\mathscr{H}^{+}$such that for $t \geqslant 0$
(i) $V_{t}^{*}: \mathscr{M} V_{t} \subset \mathscr{M}$,
(ii) $M_{F_{\mathrm{v}}(1 / 2)} T_{t}=V_{t} M_{F_{0}(1 / 2)}$.

Proof: As $T_{t}^{*} M_{F_{\dot{w}}} T_{t}=M_{F_{o}}$ one has for the polar decomposition of $M_{F_{i}(1 / 2)} T_{l}$ :

$$
M_{F_{0}(1 / 2)} T_{t}=V_{t} M_{F_{0}(1 / 2)}
$$

where $V_{1}$ maps $\left\{M_{F_{0}(1 / 2)} \mathscr{H}^{+}\right\}$into itself. Extending $V_{t}$ by the identity operator on $\left\{M_{F_{0}(1 / 2)} \mathscr{H}^{+}\right\}^{1}$ one obtains a collection of partial isometries, still denoted by $V_{t}$, that satisfy:

$$
\begin{align*}
& M_{F_{0}(1 / 2)} T_{t}=V_{t} M_{F_{0}(1 / 2)}, \\
& V_{t} \varphi=\varphi, \quad \varphi \in\left\{M_{F_{0}(1 / 2)} \mathscr{H}+\right\}^{1} . \tag{6}
\end{align*}
$$

Writing

$$
M_{F_{0}}=T_{t}^{*} M_{F_{\mathrm{o}}} T_{t}=M_{F_{0}(1 / 2)} V_{t}^{*} V_{t} M_{F_{\mathrm{v}}(1 / 2)}
$$

and using Eq. (6) one obtains $V_{t}^{*} V_{t}=1, t \geqslant 0$. So $V_{t}$ is an isometry. As

$$
\begin{aligned}
V_{t_{1}+t_{2}} M_{F_{0}(1 / 2)} & =M_{F_{0}(1 / 2)} T_{t_{1}+t_{2}}=M_{F_{0}(1 / 2)} T_{t_{1}} T_{t_{2}} \\
& =V_{t_{1}} M_{F_{0}(1 / 2)} T_{t_{2}}=V_{t_{1}} V_{t_{2}} M_{F_{0}(1 / 2)}, \\
& t_{1}, t_{2} \geqslant 0,
\end{aligned}
$$

one finds, using Eq. (6) again, that $\left\{V_{t} \mid t \in \mathbb{R}^{+}\right\}$is a semigroup. In order to show that it is strongly continuous it is sufficient to observe that

$$
\begin{aligned}
\left\|\left(V_{t}-V_{t_{1}}\right) M_{F_{0}(1 / 2)} \varphi\right\| & =\left\|M_{F_{u}(1 / 2)}\left(T_{t}-T_{t_{\mathrm{t}}}\right) \varphi\right\| \\
& \leqslant\left\|\left(T_{t}-T_{t_{1}}\right) \varphi\right\|, \quad t, t_{1} \geqslant 0, \varphi \in \mathscr{H}+
\end{aligned}
$$

and to use the strong continuity of $\left\{T_{t} \mid t \in \mathbb{R}^{+}\right\}$.
Finally we show that $V_{i}^{*} \mathscr{M}^{\prime} \subset \mathscr{M}$. As $\mathscr{M}$ is maximal

Abelian, $M_{F_{0}} \in \mathscr{M}$ and using the construction of $V_{t}$ it is enough to show that for $F_{1}, F_{2} \in \mathscr{L}^{\infty}\left(\mathbb{R}^{+}, d k\right)$ and $t \geqslant 0$,

$$
\left[V_{i}^{*} M_{F_{1}} V_{t}, M_{F_{2}}\right]\left\{M_{F_{0}(1 / 2)} \mathscr{H}^{+}\right\}=0
$$

Let $\psi \in \mathscr{H}^{+}$, then

$$
\begin{aligned}
&\left\langle M_{F_{0}(1 / 2)} \psi \mid\left[V_{t}^{*} M_{F_{1}} V_{t}, M_{F_{2}}\right] M_{F_{0}(1 / 2)} \psi\right\rangle \\
&=\left\langle\psi \mid M_{F_{0}(1 / 2)} V_{t}^{*} M_{F_{1}} V_{t} M_{F_{2}} M_{F_{0}(1 / 2)} \psi\right\rangle \\
&-\left\langle\psi \mid M_{F_{0}(1 / 2)} M_{F_{2}} V_{t}^{*} M_{F_{1}} V_{t} M_{F_{0}(1 / 2)} \psi\right\rangle \\
&=\left\langle\psi \mid T_{t}^{*} M_{F_{0}} M_{F_{1}} T_{t} M_{F_{2}} \psi\right\rangle \\
&-\left\langle\psi \mid M_{F_{2}} T_{t}^{*} M_{F_{0}} M_{F_{1}} T_{t} \psi\right\rangle=0 .
\end{aligned}
$$

Our aim was to construct explicitly the free semigroups of CPQF maps as characterized in the Definition III. 1. However, as we cannot solve the equations in Definition III. 1 in their full generality, we will supplement them with a regularity condition introduced in the following lemma.

Lemma III.3: Let $\left\{V_{t} \mid t \in \mathbb{R}^{+}\right\}$be a strongly continuous semigroup of isometries on $\mathscr{H}+$ which satisfy $V_{i}^{*} \mathscr{M} V_{\text {t }}$ $\subset \mathscr{M}$. The following conditions are equivalent:
(i) $\exists t>0$ such that $M_{F} V_{t}=V_{t} V_{t}^{*} M_{F} V_{t}, M_{F} \in \mathscr{M}$,
(ii) $\exists t>0$ such that $V_{t} V_{t}^{*} \in \mathscr{M}$. If one of these conditions is satisfied then both hold for all $t \geqslant 0$, and $M_{F}$ $\rightarrow V_{i}^{*} M_{F} V_{1}$ is a semigroup of $*$-homomorphisms of $\mathscr{M}$.

Proof: (i) $\rightarrow$ (ii) Consider $M_{F}$ in $\mathscr{M}$. Then

$$
\begin{aligned}
M_{F} V_{t} V_{t}^{*} & =V_{t} V_{t}^{*} M_{F} V_{t} V_{t}^{*}=V_{t}\left\{V_{t} V_{t}^{*} M_{F}^{*} V_{t}\right\}^{*} \\
& =V_{t}\left\{M_{F}^{*} V_{t}\right\}^{*}=V_{t} V_{t}^{*} M_{F} .
\end{aligned}
$$

As $\mathscr{M}$ is maximal Abelian, $V_{t} V_{t}^{*} \in \mathscr{M}$.
(ii) $\rightarrow$ (i)
$V_{t} V_{t}^{*} M_{F} V_{t}=M_{F} V_{t} V_{t}^{*} V_{t}=M_{F} V_{t}$.
The last statements of the lemma follow immediately.
Proposition 1II.4: Let $\left\{V_{t} \mid t \in \mathbb{R}^{+}\right\}$satisfy the conditions of Lemma III.3, then there exists a family $\left\{u_{t} \mid t \in \mathbb{R}^{+}\right\}$of absolutely continuous functions $k \in \mathbb{R}^{+} \rightarrow u_{t}(k) \in \mathbb{R}^{+}$, and a family $\left\{\theta_{t} \mid t \in \mathbb{R}^{+}\right\}$of real-valued measurable functions $k \in \mathbb{R}^{+} \rightarrow \theta_{t}(k) \in \mathbb{R}$ such that:
(i) $u_{0}(k)=k$ and $t \rightarrow u_{t}(k)$ continuous $k-$ a.e.,
(ii) $\theta_{0}(k)=0$ and $t \rightarrow \theta_{t}(k)$ continuous $k-$ a.e.,
(iii) $u_{t_{1}+t_{2}}(k)=u_{t_{2}}\left(u_{t_{1}}(k)\right), \quad t_{1}, t_{2} \geqslant 0$,
(iv) $\theta_{t_{1}+t_{2}}(k)=\theta_{t_{2}}(k)+\theta_{t_{1}}\left(u_{t_{2}}(k)\right), \quad t_{1}, t_{2} \geqslant 0$,
(v) $\left(V_{i}^{*} \varphi\right)(k)=e^{i \theta_{i}(k)}\left|u_{i}^{\prime}(k)\right|^{1 / 2} \varphi\left(u_{i}(k)\right), \varphi \in \mathscr{H}{ }^{+}$.

Proof: Consider the strongly continuous group of unitaries $\left\{M_{e^{i \times k}} \mid s \in \mathbb{R}\right\}$ on $\mathscr{H}+$. By Lemma III.3, $V_{i}^{*} M_{e^{i \cdot k}} V_{t}$ is unitary. Hence $\left\{V_{t}^{*} M_{e^{\prime .4}} V_{t} \mid s \in \mathbb{R}\right\}$ is also a strongly continuous group of unitaries in $\mathscr{M}$. By Stone's theorem

$$
V_{t}^{*} M_{e^{* * k}} V_{t}=M_{\exp \left[i s u_{l}(k)\right]}
$$

where $k \rightarrow u_{t}(k)$ is a measurable function from $\mathbb{R}^{+}$into $\mathbb{R}^{+}$. It follows that:

$$
V_{t}^{*} M_{F} V_{t}=M_{F \mathrm{o} u_{t}}, \quad F \in \mathscr{L}^{\infty}\left(\mathbb{R}^{+}, d k\right)
$$

By Lemma III.3, $V_{t} V_{t}^{*} \in \mathscr{M}$. We note $\Delta_{t}$ the support of $V_{t} V_{t}^{*}$. Consider now a $\psi \in \mathscr{H}^{+}$such that $\operatorname{Supp} V_{t} \psi=\Delta_{t}$; then, as $V_{i}^{*} V_{t}=1, \operatorname{Supp} \psi=\mathbf{R}^{+}$. One has for $F$ $\in \mathscr{L}^{\infty}\left(\mathbb{R}^{+}, d k\right)$

$$
V_{t}^{*} M_{|F|^{2}} V_{i} \psi=M_{\left|F \circ u_{t}\right|^{2}} \psi,
$$

so
$\int|F(k)|^{2}\left|\left(V_{t} \psi\right)(k)\right|^{2} d k=\int\left|F\left(u_{t}(k)\right)\right|^{2}|\psi(k)|^{2} d k$.
It follows that $k \rightarrow u_{t}(k)$ is absolutely continuous.
We take now $\psi \in \mathscr{H}+{ }^{+}$. Since
$V_{1}^{*} \varphi=V_{t}^{*} V_{t} V_{1}^{*} \varphi$,
one can suppose without restriction that $\operatorname{Supp} \varphi \subset \Delta_{t}$, in order to prove (v). We have

$$
V_{t}^{*} M_{|F|^{2}} V_{t} V_{t}^{*} \varphi=M_{\left|F \circ u_{t}\right|^{2}} V_{t}^{*} \varphi=V_{t}^{*} M_{\left.F\right|^{2}} \varphi .
$$

Taking the scalar product with $V_{1}^{*} \varphi$ one finds:
$\int_{A_{i}}|F(k)|^{2}|\varphi(k)|^{2} d k=\int\left|F\left(u_{l}(k)\right)\right|^{2}\left|\left(V_{l}^{*} \varphi\right)(k)\right|^{2} d k$.
Hence, if
$\int\left|F\left(u_{t}(k)\right)\right|^{2}\left|\left(V_{i}^{*} \varphi\right)(k)\right|^{2} d k=0, \quad \forall F \in \mathscr{L}^{\infty}\left(\mathbb{R}^{+}, d k\right)$, $\varphi(k)=0$ on $\Delta_{t}$,
and
$V_{i}^{*} \varphi=0$.
Consequently

$$
\begin{aligned}
& \int\left|F\left(u_{t}(k)\right)\right|^{2}\left|\left(V_{t}^{*} \varphi\right)(k)\right|^{2} d k \\
& \quad=\int\left|F\left(u_{t}(k)\right)\right|^{2}\left|u_{t}^{\prime}(k)\right|\left|\varphi\left(u_{t}(k)\right)\right|^{2} d k
\end{aligned}
$$

leads to

$$
\left|\left(V_{i}^{*} \varphi\right)(k)\right|=\left|u_{t}^{\prime}(k)\right|^{1 / 2}\left|\varphi\left(u_{t}(k)\right)\right|,
$$

and (v) follows.
The other statements of the proposition now follow easily:
(iii) and (iv) are consequence of semigroup properties of $\left\{V_{i} \mid t \in \mathbb{R}^{+}\right\}$
(i) and (ii) express the initial conditions and the consequences of strong continuity of $t \rightarrow V_{t}$.

We are now in position to construct explicitly a class of free semigroup of CPQF maps.

Let $v: \mathbb{R}^{+} \rightarrow \mathbb{R}$ be a differentiable, strictly monotone increasing function such that $v\left(\mathbb{R}^{+}\right)+\mathbb{R}^{+} \subset v\left(\mathbb{R}^{+}\right)$. Putting in Proposition III. $4 u_{t}(k)=v^{1}(v(k)+t)$ and $\theta_{t}(k)=0$ one finds by ( $v$ ) of Proposition III. 4 a strongly continuous semigroup of isometries $\left\{V_{i}^{*} \mid t \in \mathbb{R}^{+}\right\}$of $\mathscr{H}^{+}$. Let now $h: \mathbb{R} \rightarrow \mathrm{C}$ be a measurable function such that Reh $\geqslant 0$ and such that

$$
F_{0}(k)=\exp \left(-2 \int_{v(0)}^{u(k)} d s \operatorname{Reh}(s)\right) \in \mathscr{L}^{\infty}\left(\mathbb{R}^{+}, d k\right) .
$$

The equation $T_{t}^{*} M_{F_{0}(1 / 2)}=M_{F_{0}(1 / 2)} V_{t}^{*}$ of Lemma III. 2 then admits as unique solution a strongly continuous semigroup $\left\{T_{i}^{*} \mid t \in \mathbb{R}^{+}\right\}$of contractions on $\mathscr{H}^{+}$satisfying the conditions of Lemma III.2. Finally let $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a bounded measurable function such that $g \leqslant 2 \operatorname{Re}(h \circ v)$, and put

$$
Q_{t}=\int_{0}^{t} d s T_{s}^{*} M_{g} T_{s}
$$

then $\left\{T_{t} \mid t \in \mathbb{R}^{+}\right\}$and $\left\{Q_{t} \mid t \in \mathbb{R}^{+}\right\}$satisfy Definition III.1. This situation can be generalized as follows:

Proposition III.5: Suppose that
(a) $v: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is differentiable, strictly monotone increasing and satisfies $v\left(\mathbb{R}^{+}\right)+\mathbb{R}^{+} \subset v\left(\mathbb{R}^{+}\right)$;
(b) $h: \mathbb{R} \rightarrow \mathbb{C}$ is measurable and $\operatorname{Re} h \geqslant 0$;
(c) $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is measurable and $g \leqslant 2 \operatorname{Re}(h \circ v)$.

Then
(i) $\left\{T_{t} \mid t \in \mathbb{R}^{\cdot}\right\}$ and $\left\{Q_{t} \mid t \in \mathbb{R}^{+}\right\}$satisfy Definition III.1, where
$\left(T_{1}^{*} \psi\right)(k)$

$$
\begin{aligned}
= & \left|\frac{d v^{-1}}{d k}(v(k)+t)\right|^{1 / 2}\left|\frac{d v}{d k}(k)\right|^{1 / 2} \\
& \times \exp \left[-\int_{0}^{t} \bar{h}(v(k)+s) d s\right] \psi\left(v^{-1}(v(k)+t)\right),
\end{aligned}
$$

$Q_{t}=M_{K}$,
with

$$
\begin{aligned}
K_{t}(k)= & \int_{0}^{t} d s \exp \left[-2 \int_{0}^{s} \operatorname{Reh}(v(k)+r) d r\right] \\
& \times g\left(v^{\cdots-1}(v(k)+s)\right), \quad k \in \mathbb{R}^{+}
\end{aligned}
$$

(ii) The semigroup $\left\{T_{t} \mid t \in \mathbb{R}^{+}\right\}$tends strongly to zero iff $\int_{v(0)}^{\infty} \operatorname{Re} h(s) d s=+\infty$.
(iii) $M_{F}$, with $F$ absolutely continuous, is invariant un$\operatorname{der}\left\{\tilde{\phi}_{,} \mid t \in \mathbb{R}^{+}\right\}$iff it satisfies the equation:
$F^{\prime}=v^{\prime}[2 F \operatorname{Re}(h \circ v)-g]$.
(iv) If

$$
\lim _{k \cdot \infty} F(k)=0, \quad F \in \mathscr{L}^{\infty}\left(\mathbb{R}^{+}, d k\right)
$$

then
$\underset{t \rightarrow \infty}{\mathrm{~s}-\lim _{t \rightarrow \infty}} T_{t}^{*} M_{F} T_{t}=0$.
Proof: (i) is straightforward to check. Note that $K_{t}$ $\in \mathscr{L}^{\times}\left(\mathbb{R}^{\prime}, d k\right)$ as:

$$
\begin{aligned}
0 \leqslant K_{t}(k) \leqslant & \int_{0}^{t} d s 2 \operatorname{Re} h(v(k)+s) \\
& \times \exp \left[-2 \int_{0}^{s} \operatorname{Reh}(v(k)+r) d r\right] \\
\leqslant 1 & -\exp \left[-2 \int_{0}^{t} \operatorname{Re} h(v(k)+r) d r\right] .
\end{aligned}
$$

This inequality yields also $Q_{t} \leqslant 1-T_{t}^{*} T_{t}$
(ii) Define a unitary operator

$$
V: \mathscr{L}^{2}\left(\mathbb{R}^{+}, d s\right) \rightarrow \mathscr{L}^{2}([v(0), \infty], d s),
$$

by

$$
(V \psi)(s)=\left|\frac{d v^{-1}}{d s}(s)\right|^{1 / 2} \psi(v \quad 1(s))
$$

$$
s \in[v(0), \infty], \quad \psi \in \mathscr{H}^{+},
$$

and the strongly continuous semigroup $\left\{S_{t} \mid t \in \mathbb{R}^{+}\right\}$of (right) shift operators on $\mathscr{L}^{2}([v(0), \infty], d s)$,

$$
\begin{aligned}
\left(S_{t} \psi\right)(s) & =0, \quad s<v(0)+t \\
& =\psi(s-t), \quad s \geqslant v(0)+t .
\end{aligned}
$$

One has then

$$
\begin{equation*}
T_{t}=V^{*} M_{H_{t}} S_{t} V, \tag{7}
\end{equation*}
$$

where $\boldsymbol{M}_{H}$ is the multiplication operator on
$\mathscr{L}^{2}([v(0), \infty], d s)$ by

$$
H_{t}(s)=\exp \left[-\int_{0}^{t} h(s-t+r) d r\right] .
$$

Therefore the semigroup $\left\{T_{t} \mid t \in \mathbb{R}^{+}\right\}$converges strongly to zero on $\mathscr{H}^{+}$iff $\left\{M_{H_{t}} S_{t} \mid t \in \mathbb{R}^{+}\right\}$converges strongly to zero on $\mathscr{L}^{2}([v(0), \infty], d s)$ and this is the case iff:

$$
\int_{v(0)}^{\infty} \operatorname{Re} h(s) d s=+\infty,
$$

(iii) is immediate;
(iv) with the same notations as in part (ii) of the proof, $V M_{F} V^{*}$ is the multiplication operator on $\mathscr{L}^{2}([v(0), \infty], d s)$ by $s \rightarrow F\left(v^{-1}(s)\right)$. As $\lim _{s \rightarrow \infty} F\left(v^{-1}(s)\right)=0$ one finds

$$
\underset{t \rightarrow \infty}{\mathrm{~s}-\lim _{t \rightarrow \infty} S_{t}^{*} M_{H_{i}}^{*} M_{F \circ v} M_{H_{t}} S_{t}=0, ~ ; ~, ~}
$$

one $\mathscr{L}^{2}([v(0), \infty], d s)$, and so, using Eq. 7,
$\underset{t \rightarrow \infty}{\mathrm{~s}-\lim } T_{t}^{*} M_{F} T_{t}=0, \quad$ on $\mathscr{H}^{+}$.
To put in evidence the physical content of Proposition III.5, we give immediately a possibility of application in a simple but typical situation.

Consider a system which is prepared in a translation invariant quasi-free state determined by a function $k \rightarrow F_{0}(k)$ which vanishes at infinity. In order to let it evolve towards the translation invariant quasi-free state determined by $k \rightarrow F(k)$, where $F(k)$ also vanishes at infinity, one can try to use a semigroup $\left\{\Phi_{i} \mid t \in \mathbb{R}^{+}\right\}$of CPQF maps. One gets the desired result if it is possible to construct functions $v$, $h$ and $g$ satisfying (a), (b), and (c) of Proposition III. 5 and such that
$F^{\prime}=v^{\prime}(2 F \operatorname{Re}(h \circ v)-g) \quad$ [Prop. III. 5 (iii)].
Then, by invariance of $M_{F}$ under $\tilde{\Phi}_{t}$ and by Proposition III. 5 (iv), one gets

$$
M_{F}=\operatorname{s-lim}_{t \rightarrow \infty} \tilde{\Phi}_{t}\left(M_{F}\right)=\underset{t \rightarrow \infty}{\mathrm{~s}-\lim _{t \rightarrow \infty}}\left(T_{t}^{*} M_{F} T_{t}+Q_{t}\right)=Q_{\infty},
$$

and so

$$
\begin{aligned}
\underset{t \rightarrow \infty}{\mathrm{~s}-\lim _{t}} \tilde{\Phi}_{t}\left(M_{F_{0}}\right) & =\underset{t \rightarrow \infty}{s-\lim _{t \rightarrow \infty}}\left(T_{t}^{*} M_{F_{0}} T_{t}+Q_{t}\right) \\
& =\underset{t \rightarrow \infty}{s-\lim _{t \rightarrow \infty}} Q_{t} \\
& =Q_{\infty}=M_{F}
\end{aligned}
$$

## IV. APPLICATION TO A MODEL OF THERMAL CONTACT

We explicitly construct in this section a free semigroup of CPQF maps which describes the physical effect of temperature equalization between two systems of fermions.

We start from a one-dimensional free fermion system which is initially far from the thermodynamical equilibrium:

At the left of the origin, it is in equilibrium at the inverse temperature and chemical potential ( $\beta_{1}, \mu_{1}$ ) and at the right at the inverse temperature and chemical potential ( $\beta_{2}, \mu_{2}$ ). We look for a dissipative evolution under which this initial state tends asymptotically to the equilibrium state at the inverse temperature and chemical potential ( $\beta_{3}, \mu_{3}$ ), determined from ( $\beta_{1}, \mu_{1}$ ) and ( $\beta_{2}, \mu_{2}$ ) using standard thermodynamical considerations.

We introduce some notation: $\mathfrak{A}^{ \pm}$is the Clifford algebra built on $\mathscr{L}^{2}\left(\mathbb{R}^{ \pm}, d x\right)$; if $k \in \mathbb{R} \rightarrow F(k) \in[0,1]$ is a measurable function, $\omega_{F}$ will denote the gauge and translation invariant quasi-free state on $\mathfrak{H}=\mathfrak{Y}\left(\mathscr{L}^{2}(\mathbb{R}, d x)\right)$ determined by the 2 point function:

$$
\omega_{F}\left(a^{*}(\varphi) a(\psi)\right)=\int_{\mathbf{R}} d k \overline{\hat{\psi}(k)} F(k) \hat{\varphi}(k) .
$$

If $\omega$ is a state on $\mathfrak{H}, \omega^{ \pm}$denotes the restriction of $\omega$ to $\mathfrak{M} \pm$. We note $F_{\beta, \mu}$ the Fermi-Dirac distribution function at inverse temperature $\beta$ and chemical potential $\mu$ :

$$
F_{\beta, \mu}(k)=\frac{1}{e^{\beta\left(k^{2}-\mu\right)}+1}, \quad k \in \mathbb{R}
$$

The initial state of the system is taken as the product state à la Powers':

$$
\omega_{F_{r_{1}, \mu_{1}}}^{-} \otimes \omega_{F_{F_{2}, \mu_{2}}}^{+}
$$

and our aim is to calculate
$\lim _{t \rightarrow \infty}\left[\left(\omega_{F_{\beta_{1}, \mu_{1}}}^{-} \otimes \omega_{F_{\beta_{2}, \mu_{2}}}^{+}\right) \circ \Phi_{i}\right]\left(a^{*}(\varphi) a(\psi)\right), \quad \varphi, \psi \in \mathscr{H}$,
for the as simple as possible semigroup $\left\{\Phi_{t} \mid t \in \mathbb{R}^{+}\right\}$which leaves $\omega_{F_{B_{3}, \mu_{3}}}$ invariant and which is constructed with the help of Proposition III.5.

Thus, we consider in momentum representation the action of the semigroup $\left\{\tilde{\Phi}_{t} \mid t \in \mathbb{R}^{+}\right\}$. We first describe it on $\mathfrak{B}\left(\mathscr{L}^{2}\left(\mathbb{R}^{+}, d k\right)\right)$ and then extend it by inversion with the help of the operator $P$ defined in Eq. (5).

We propose:

$$
\begin{aligned}
& v(k)=k, \quad k \in \mathbb{R}^{+}, \\
& h(k)=-\frac{1}{2} \frac{F_{\beta_{3}, \mu_{3}}^{\prime}(k)}{1-F_{\beta_{3}, \mu_{3}}(k)}, \quad k \in \mathbb{R}^{+}, \\
& g(k)=-\frac{F_{\beta_{3}, \mu_{3}}^{\prime}(k)}{1-F_{\beta_{3}, \mu_{3}}(k)}=2 h(k), \quad k \in \mathbb{R}^{+} .
\end{aligned}
$$

One easily verifies that the conditions (a), (b), and (c) of Proposition III. 5 are satisfied, and that $M_{F_{\mathrm{B}_{3}, \mu_{3}}}$ is invariant under $\left\{\tilde{\Phi}_{t} \mid t \in \mathbf{R}^{+}\right\}$[(part iii) of the proposition].

The operators $T_{t}$ and $Q_{t}$ on $\mathscr{L}^{2}\left(\mathbb{R}^{+}, d k\right)$ are then given by:

$$
\left(T_{t} \hat{\varphi}^{+}\right)(k)
$$

$$
= \begin{cases}0, & k \leqslant t \\ \left(\frac{1-F_{\beta_{3}, \mu_{3}}(k-t)}{1-F_{\beta_{3}, \mu_{3}}(k)}\right)^{1 / 2} \hat{\varphi}+(k-t), & k \geqslant t\end{cases}
$$

$\left(Q_{1} \hat{\varphi}^{+}\right)(k)=\frac{F_{\beta_{3}, \mu_{3}}(k)-F_{B_{3}, \mu_{3}}(k+t)}{1-F_{\beta_{3}, \mu_{3}}(k+t)} \hat{\varphi}^{+}(k)$.

Proposition IV.1: With the same notations as above
$\mathrm{w}^{*}-\lim \left(\omega_{F_{\mathrm{l}_{1}, \ldots 1}}^{-} \otimes \omega_{{F_{B_{2}, \ldots 2}}_{+}^{+}}\right) \circ \Phi_{t}=\omega_{F_{\mathrm{R}_{3}, H_{3}}}$.
Proof: As the free semigroups of CPQF maps transform gauge invariant quasi-free states in gauge invariant quasifree states, it is enough to compute, for all $\varphi \in \mathscr{L}^{2}(\mathbb{R}, d x)$
$\lim _{t \rightarrow \infty}\left(\omega_{F_{B_{1}, \ldots}} \otimes \omega_{F_{\mathrm{F}_{2}, n_{2}}^{\dagger}}\right)\left(\Phi_{t}\left(a^{*}(\varphi) a(\varphi)\right)\right)$.
This 2-point function can be written as a sum of two terms; the first one contains the action of the operators $T_{t}$ and the second one pertains to the operators $Q_{1}$ :

$$
\begin{aligned}
&\left(\omega_{F_{i_{1}, \ldots 1}} \otimes \omega_{F_{k_{2}, \ldots 2}}^{+}\right)\left(\Phi_{t}\left(a^{*}(\varphi) a(\varphi)\right)\right) \\
&= I_{1}(t)+I_{2}(t) \\
& I_{1}(t)= \frac{1}{4 \pi^{2}} \int_{-\infty}^{+\infty} d p\left[F_{\beta_{1}, \mu_{1}}(p) \mid \int_{-\infty}^{0} d x e^{-i p x}\right. \\
& \times\left.\int_{-\infty}^{+\infty} d k e^{i k x}\left(T_{1} \hat{\varphi}\right)(k)\right|^{2}+F_{\beta_{2}, \mu_{2}}(p) \\
&\left.\times\left|\int_{0}^{+\infty} d x e^{\cdots i p x} \int_{-\infty}^{+\infty} d k e^{i k x}\left(T_{t} \hat{\varphi}\right)(k)\right|^{2}\right] \\
& I_{2}(t)= \int_{-\infty}^{+\infty} d k \overline{\hat{\varphi}(k)}\left(Q_{t} \hat{\varphi}\right)(k)
\end{aligned}
$$

In these formulas $T$, and $Q_{t}$ stand for the operators on
$\mathscr{L}^{2}(\mathbb{R}, d x)$ extended from Eq. (8) by inversion. Due to the form of $Q_{1}$ one obtains immediately

$$
\begin{aligned}
\lim _{1-\infty} I_{2}(t) & =\int_{\infty}^{+\infty} d k \overline{\hat{\varphi}(k)} F_{\beta_{3}, \mu_{3}}(k) \hat{\varphi}(k) \\
& =\omega_{F_{k_{3}, n}}\left(a^{*}(\varphi) a(\varphi)\right)
\end{aligned}
$$

We prove now that

$$
\lim _{t \rightarrow \infty} I_{1}(t)=0 .
$$

$I_{1}(t)$ is the sum of two terms with the same behavior as $t \rightarrow \infty$. We only treat the second one. We can write:

$$
\begin{aligned}
& \left.\left.\int d p F_{\beta_{2}, \mu_{2}}(p)\right|_{0} ^{\infty} d x e^{-i p x} \int_{-\infty}^{+\infty} d k e^{i k x}\left(T_{1} \hat{\varphi}\right)(k)\right|^{2} \\
& \leqslant 2 \int d p F_{\beta_{2}, \mu_{2}}(p) \\
& \times\left[\left|\int_{0}^{\infty} d x e^{i p x} \int_{-\infty}^{+\infty} d k e^{i k x}\left(T_{1} \hat{\varphi}^{+}\right)(k)\right|^{2}\right. \\
& \left.\quad+\left|\int_{0}^{\infty} d x e^{-i p x} \int_{-\infty}^{+\infty} d k e^{i k x}\left(T_{1} \hat{\varphi}\right)(k)\right|^{2}\right],
\end{aligned}
$$

where $\hat{\varphi}^{ \pm}$is the restriction of $\hat{\varphi}$ to $\mathbb{R}^{ \pm}$.
We can again limit ourselves to the first term in the right part of the inequality which becomes by introducing Eq. (8) for $\left(T_{t} \hat{\varphi}+(k)\right.$ :

$$
\begin{aligned}
& \int_{\infty}^{+\infty} d p F_{\beta_{2}, \mu_{2}}(p)\left|\int_{0}^{\infty} d x e^{-i p x} \int_{t}^{\infty} d k e^{i k x}\left(\frac{1-F_{\beta_{3}, \mu_{3}}(k-t)}{1-F_{\beta_{3}, \mu_{3}}(k)}\right)^{1 / 2} \hat{\varphi}+(k-t)\right|^{2} \\
& \leqslant
\end{aligned} \int_{-\infty}^{+\infty} d p F_{\beta_{2}, \mu_{2}}(p+t)\left|\int_{0}^{\infty} d x e^{-i p x} \int_{0}^{\infty} d k e^{i k x}\left[1-F_{\beta_{3}, \mu_{3}}(k)\right]^{1 / 2} \hat{\varphi}+(k)\right|^{2}+2 \int_{-\infty}^{+\infty} d p F_{\beta_{2}, \mu_{2}}(p+t) .
$$

The first term tends to zero as $t \rightarrow \infty$ because

$$
\lim _{k \cdot \mu} F_{\beta_{2}, \mu_{2}}(k)=0
$$

The second one can be estimated by

$$
8 \pi^{2}\left\|F_{\beta_{2}, \mu_{2}}\right\|_{\infty}\left(1-\frac{1}{\left[1-F_{\beta_{3}, \mu_{3}}\right]^{1 / 2}}\right)^{2}\left(1-F_{\beta_{3}, \mu_{3}}(0)\right)\|\hat{\varphi}+\|^{2}
$$

and tends to zero because

$$
\lim _{k \cdot \infty} F_{\beta_{3}, \mu_{3}}(k)=0
$$

In conclusion, we have explicitly exhibited a semigroup which asymptotically performs the temperature equalization. Remark that $\left\{T_{t} \mid t \in \mathbb{R}^{+}\right\}$does not strongly converge to zero, as follows immediately from Proposition III. 5 (ii).

On the other hand, it is not surprising that the final state is to a large extent independent of the initial conditions. Indeed the model is purely descriptive with respect to the thermalization and in particular does not take in account the notions of conservation of particle number and energy which permit to induce theoretically the value of ( $\beta_{3}, \mu_{3}$ ) from the values of ( $\beta_{1}$, $\mu_{1}$ ) and ( $\beta_{2}, \mu_{2}$ ).
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#### Abstract

Two subgroup relations for double coset matrix elements (DCME) of the symmetric group $S_{N}$ are derived by considering the processes of subduction and induction. The duality of outer product coupling in $S_{v}$ and inner product coupling in Gln identifies these as generalized back coupling rules for the Racah algebra of Gln. An iterative procedure for evaluating the DCME, once a consistent phase convention is established, is given. As an example the Racah sum formula for the Clebsch-Gordan coefficients of SU2 is derived from consideration of $S_{N}$ coupling only.


## I. DUALITY OF $S_{N}$ AND GIn

In a series of papers ${ }^{1}$ we have been developing the consequences of duality between coupling in the symmetric group $S_{N}$ and coupling of the integral representations in the general linear group Gln and its unitary Un and unitary unimodular SUn subgroups. Outer product coupling in $S_{N}$ corresponds to inner product coupling in Gl $n$ and/or outer product coupling in $\mathrm{Gl}\left(n_{1}+n_{2}\right) / \mathrm{Gl} n_{1} \otimes \mathrm{Gl} n_{2}$. This has allowed the identification of Racah recoupling matrix elements in Gl $n$ with double coset matrix elements (DCME) in $S_{N}$ and isoscalar factors in $\mathrm{Gl} n$ with weighted double coset matrix element (WDCME) in $S_{N}$. As a consequence, results which follow from the representation theory of $S_{N}$ (orthogonality of the matrix representations, adjointness with respect to the alternating group $A_{N}$, character theory, and the group orthogonality completeness condition) hold also for the Racah algebra of Gl $n$. Duality shows the Racah factors of Gln are independent of the particular dimension $n$ and requires symmetries (e.g., Regge's symmetries) that appear "hidden" when considered with respect to Gln only. Conversely, the DCME's and WDCME's of $S_{N}$ are independent of the rank $N$ to the extent equivalence relations in SUn may be invoked, and symmetries which follow from SUn appear hidden when considered with respect to $S_{N}$ only. The basic combinatorial structure of the general Racah algebra is evidence by the universal occurrence of square roots of rational numbers for the numerical values of all recoupling or isoscalar factors. While developing the structural significance of the duality between $S_{N}$ and $\mathrm{Gl} n$ has been our main objective, completion of the work requires developing an evaluative scheme for the DCME and determining a phase convention showing which phases are fixed by consistency with the algebras of $S_{N}$ and Gl $n$ and which phases can be set arbitrarily.

In this paper we develop two recursion relations expressing the DCME of a group in terms of equivalent elements of a subgroup. The first of these relations when used in $S_{N}$ is the generalization of the Biedenharn, Elliot, and Racah sum rules of angular momentum theory. ${ }^{2}$ When used in conjunction with the second relation it allows an interative scheme to be developed for evaluating a general DCME of $S_{N}$. The two relations are inverse to one another in the same sense that subduction is inverse to induction. We give some further examples of the nontrivial nature of these two rela-
tions including a derivation of the Racah formula ${ }^{3}$ for evaluating the Clebsch-Gordan coefficients of SU2.

The simultaneous consideration of several groups and their irrep's requires an initial section on notation. A resume of some results from previous work is also given. The next section derives the recursion relations for a general group. This is particularized to $S_{N}$ in the next section and the iterative evaluation of a general DCME is demonstrated. Other examples of these relations and some comments on their consequences for a phase convention are also given in this section. A complete phase convention remains to be established.

## II. NOTATION AND DOUBLE COSET RESULTS

Any group $G$ can be factored into disjoint double cosets (DC) with respect to two subgroups ${ }_{i} G \backslash G / G_{j}$ (perhaps identical) as $G=U_{q}{ }_{i} G q G_{j}$, where $q$ are conveniently chosen (but fixed) double coset representatives (DCR). In bases symmetry adapted to the subgroup sequences (the symbol $\sim$ indicates an isomorphism)

on the left (bottom) and on the right (top) the double coset matrix element (DCME) can be represented as

a result which follows from the isomorphism between the subgroups

$$
{ }_{i} G \cap q G_{j} q^{-1}=q\left(q^{-1}{ }_{i} G q \cap G_{j}\right) q^{-1} \approx_{i} G_{j q}
$$

and an application of Schur's lemma. Here $\lambda$ with appropriate left or right subscripts labels irrep's of the respective groups. Because the DCR $q$ is implied in the symbol

$$
\left[\begin{array}{ll}
\lambda & \lambda_{j} \\
i \lambda & i \lambda_{j}
\end{array}\right]
$$

it will usually be omitted as a subscript except when a sum over the DC is to be taken. Because of the assumed unitarity of the matrix representation, the DCME are unitary on the indices $\left(i \lambda, \lambda_{j}\right)$ with the indices $\left(\lambda,{ }_{i} \lambda_{j}\right)$ fixed. This is the
unitary transformation between the equivalent bases symmetry adapted to the two different subgroup sequences. Let $|\lambda|$ indicate the dimension of the irrep. and $|G|$ the order of the group. A weighting factor occurs frequently in what follows so we introduce the symbol

$$
\begin{equation*}
\left|\lambda_{i} \lambda_{i} \lambda_{j} \lambda_{j}\right| \equiv \frac{\left.|\lambda|\left|{ }_{i} G\right|\left|G_{j}\right|\right|_{i} \lambda_{j} \mid}{|G|\left|{ }_{i} \lambda\right|\left|\lambda_{j}\right|\left|{ }_{i} G_{j}\right|} \tag{2.2}
\end{equation*}
$$

Because of the group orthogonality-completeness condition, the weighted double coset matrix element (WDCME), defined as

$$
\left|\lambda_{i} \lambda_{i} \lambda_{j} \lambda_{j}\right|^{1 / 2}\left[\begin{array}{ll}
\lambda & \lambda_{j}  \tag{2.3}\\
i \lambda & \lambda_{j}
\end{array}\right] \equiv\left\{\begin{array}{ll}
\lambda & \lambda_{j} \\
i \lambda & \lambda_{j} \lambda_{j}
\end{array}\right\},
$$

also possess unitary properties on the indices $\left(\lambda_{,}{ }_{i} \lambda_{j} q\right)$ with the indices $\left({ }_{i} \lambda, \lambda_{j}\right)$ fixed. The WDCME is the unitary transformation between two induced representation known to be equivalent by Mackey's subgroup theorem.

To develop the relations of the next section a third subgroup $G(k)$ is introduced with the notation ${ }_{i} G(k)$ $\equiv{ }_{i} G \cap G(k)$ and $G_{j}(k) \equiv G(k) \cap G_{j}$ and a similar labeling of the irrep's. Fixed irrep. labels will be designated by $\lambda$ and summed irrep. labels by $\epsilon$. Limits are always implicit in the DCME's occuring in the sums.

## III. EQUIVALENCE RELATIONS FOR DCME

## A. By basis transformations in the irrep

Let $G(k)$ be a subgroup containing a given DCR $q$ for which the matrix representation is block diagonal when symmetry adapted to $G(k) \backslash G / G(k)$. If the matrix is known in this basis, equivalence transformations allow the matrix to be evaluated in any other bases. The subgroup sequences of concern for the equivalence transformations are


The isomorphism between the final groups in the sequence follows from $q \in G(k)$. Since the corresponding DCME's accomplished the transformations among the equivalent bases, one has

$$
\begin{align*}
& \delta^{\lambda_{j}, \lambda_{j}}\left[\begin{array}{ll}
\lambda & \lambda_{j} \\
i \lambda & \lambda_{i} \lambda_{j}
\end{array}\right] \\
&= \sum\left[\begin{array}{cc}
{ }_{i} \lambda & { }_{i} \epsilon(k) \\
i_{i} \lambda_{j} & \lambda_{i} \lambda_{j}(k)
\end{array}\right]\left[\begin{array}{cc}
\lambda & \epsilon(k) \\
i \lambda & { }_{i} \epsilon(k)
\end{array}\right] \\
& \times\left[\begin{array}{cc}
\epsilon(k) & \epsilon_{j}(k) \\
{ }_{i} \epsilon(k) & { }_{i} \lambda_{j}(k)
\end{array}\right]\left[\begin{array}{cc}
\lambda & \lambda_{j} \\
\epsilon(k) & \epsilon_{j}(k)
\end{array}\right] \\
& \times\left[\begin{array}{cc}
\lambda & \lambda_{j}^{\prime} \\
\epsilon_{j}(k) & { }_{i} \lambda_{j}(k)
\end{array}\right] . \tag{3.1}
\end{align*}
$$

We prefer the form with no explicit delta factors

$$
\begin{align*}
& {\left[\begin{array}{ll}
\lambda_{j} & \lambda_{j}(k) \\
i \lambda_{j} & { }_{i} \lambda_{j}(k)
\end{array}\right]\left[\begin{array}{ll}
\lambda & \lambda_{j} \\
i_{i} \lambda & i \\
\lambda_{j}
\end{array}\right]} \\
& \quad= \\
& \quad \sum\left[\begin{array}{cc}
i \lambda & { }_{i} \epsilon(k) \\
i_{i} \lambda_{j} & i_{i} \lambda_{j}(k)
\end{array}\right]\left[\begin{array}{ll}
\lambda & \epsilon(k) \\
i \lambda & { }_{i} \epsilon(k)
\end{array}\right]  \tag{I}\\
& \\
& \quad \times\left[\begin{array}{cc}
\epsilon(k) & \lambda_{j}(k) \\
{ }_{i} \epsilon(k) & { }_{i} \lambda_{j}(k)
\end{array}\right]\left[\begin{array}{cc}
\lambda & \lambda_{j} \\
\epsilon(k) & \lambda_{j}(k)
\end{array}\right] .
\end{align*}
$$

This is the first equivalence relation which by itself does not provide an iterative procedure for evaluating a DCME due to the occurrence of similar terms in the sum which except for special choices are presumed unknown.

## B. By projection operators

Matrix basis projectors defined by

$$
e_{m m^{\prime}}^{\lambda} \equiv \frac{|\lambda|}{G} \sum_{g \in G}\left[\begin{array}{ll}
\lambda & g^{-1}  \tag{3.2}\\
m^{\prime} & m
\end{array}\right] g
$$

satisfy the orthogonality condition

$$
\begin{equation*}
e_{m m^{\prime}}^{\lambda} e_{n^{\prime} n}^{\lambda \prime}=\delta^{i \lambda} \delta^{m^{\prime} n^{\prime}} e_{m n}^{\lambda} \tag{3.3}
\end{equation*}
$$

and, on DC decomposition, factor as

$$
\begin{align*}
e_{i, \lambda m, \lambda_{j} n}^{\lambda}= & \sum_{i, p q} e_{m, i, \lambda_{j} p}^{\lambda_{j}} q e_{i, \lambda_{j} p, n}^{\lambda_{j}} \\
& \times\left|\lambda_{i} \lambda_{i} \lambda_{j} \lambda_{j}\right|\left[\begin{array}{ll}
\lambda & \lambda_{j} \\
{ }_{i} \lambda & { }_{i} \epsilon_{j}
\end{array}\right]_{q}\left(\left|{ }_{i} \epsilon_{j}\right|\right)^{-1} \tag{3.4}
\end{align*}
$$

By induction a matrix basis projector of a subgroup becomes a linear combination of matrix basis projectors in the higher group summed over all irrep.'s appearing in the induced representation, i.e.,

$$
\begin{equation*}
e_{m, m^{\prime}}^{\lambda}=\sum e_{i \lambda m, i m^{\prime}}^{\epsilon} . \tag{3.5}
\end{equation*}
$$

Consider the effect of a sequence (taken here as three) of projections in various subgroups

$$
\begin{align*}
& e_{i \lambda, m_{i}, \lambda(k) p_{1}}^{i \lambda} e_{i \lambda(k) p_{i}, \lambda, \lambda(k) p_{2}}^{\lambda_{\lambda}^{\lambda j} \lambda_{j}(k) p_{2} \lambda ; m^{\prime}} \\
& =\sum\left[\begin{array}{cc}
\epsilon & i \lambda \\
\lambda(k) & i_{i}(k)
\end{array}\right] e_{i, \lambda, j_{j} \lambda_{j}, \lambda_{j} m^{\prime}}\left[\begin{array}{cc}
\epsilon & \lambda(k) \\
\lambda_{j} & \lambda_{j}(k)
\end{array}\right], \tag{3.6}
\end{align*}
$$

where DCME transformations have been used to symmetry adapt the induced middle projector to the subgroup sequences of the initial and final projectors. The intermediate subgroups and irrep.'s indicated by $i_{i}(k)$ and $\lambda_{j}(k)$ need not be unique and are chosen so there will be some nonvanishing intersection as indicated by the DCME's on the rhs. One can identify the coefficients of identical elements on both sides of this expression (the matrix basis projectors are by construction orthogonal). In particular, the coefficient of the DCR $q$ on the rhs is

$$
\begin{gathered}
\delta^{\lambda_{i} \lambda_{j}} \delta^{m m^{\prime}} \sum \frac{|\epsilon|}{|G|}\left[\begin{array}{cc}
\epsilon & { }_{i} \lambda \\
\lambda(k) & { }_{i} \lambda(k)
\end{array}\right] \\
{\left[\begin{array}{cc}
\epsilon & \lambda_{j} \\
i \lambda & { }_{i} \lambda_{j}
\end{array}\right]\left[\begin{array}{cc}
\epsilon & \lambda(k) \\
\lambda_{j} & \lambda_{j}(k)
\end{array}\right] .}
\end{gathered}
$$

Evaluation of the coefficient of $q$ on the lhs requires care and details are presented in the Appendix. Here we note the subgroup sequences involved are


When consideration is restricted to DCR's for which $q=s t s^{\prime}$, the second and third subgroup sequences become identical as do the fourth and fifth subgroup sequences. Moreover, the final subgroups are all isomorphic $S \approx{ }_{i} \boldsymbol{G}_{j}(k) \approx S^{\prime}$. the final result demonstrates an equivalence relation among induced representations, i.e.,

$$
\begin{align*}
& \sum\left\{\begin{array}{cc}
\epsilon & { }_{i} \lambda \\
\lambda(k) & { }_{i} \lambda(k)
\end{array}\right]\left[\begin{array}{cc}
\epsilon & \lambda_{j} \\
{ }_{i} \lambda & \lambda_{j}
\end{array}\right]\left\{\begin{array}{cc}
\epsilon & \lambda(k) \\
\lambda_{j} & \lambda_{j}(k)
\end{array}\right\} \\
&= \sum_{s t s^{\prime}=q}\left\{\begin{array}{cc}
{ }_{i} \lambda & { }_{i} \lambda(k) \\
\lambda_{i} \lambda_{j} & { }_{i} \epsilon_{j}(k)
\end{array}\right\}_{s}\left[\begin{array}{ll}
\lambda(k) & \lambda_{j}(k) \\
{ }_{i} \lambda(k) & { }_{i} \epsilon_{j}(k)
\end{array}\right]_{i} \\
& \times\left\{\begin{array}{cc}
\lambda_{j} & \lambda_{j} \lambda_{j} \\
\lambda_{j}(k) & \epsilon_{i}(k)
\end{array}\right\}_{s^{\prime}} \tag{3.7}
\end{align*}
$$

The DCR subscript is specifically indicated on the right because the sum is over ${ }_{i} \epsilon_{j}(k)$ and all DCR for which $s t s^{\prime}=q$. A form more comparable to Eq. (I) is obtained by using the orthogonality of the WDCME to obtain

$$
\begin{align*}
& {\left[\begin{array}{cc}
\lambda & \lambda(k) \\
\lambda_{j} & \lambda_{j}(k)
\end{array}\right]\left[\begin{array}{cc}
\lambda & \lambda_{j} \\
\lambda_{i} & \lambda_{i}
\end{array}\right] } \\
& \quad=\sum\left|\lambda_{j} \lambda_{j}(k)_{i} \epsilon_{j}(k)_{i} \lambda_{j}\right|\left[\begin{array}{cc}
i_{i} & { }_{i} \epsilon(k) \\
i_{i} \lambda_{j} & { }_{i} \epsilon_{j}(k)
\end{array}\right]_{s} \\
& \times\left[\begin{array}{cc}
\lambda & \lambda(k) \\
{ }_{i} \lambda & { }_{i} \epsilon(k)
\end{array}\right]_{r}\left[\begin{array}{cc}
\lambda(k) & \lambda_{j}(k) \\
{ }_{i} \epsilon(k) & { }_{i} \epsilon_{j}(k)
\end{array}\right]_{t} \\
& \times\left[\begin{array}{cc}
\lambda_{j} & { }_{i} \lambda_{j} \\
\lambda_{j}(k) & { }_{i} \epsilon_{j}(k)
\end{array}\right]_{S^{\prime}} \tag{II}
\end{align*}
$$

The sum is over all intermediate irrep.'s and compatible DCR. Relations (I) and (II) are inverse to each other in the same sense subduction and induction are inverse processes. Substitution of either relation into the other leads to an identity.

## IV. APPLICATION TO THE SYMMETRIC GROUP $S_{N}$

For DC decomposition of the symmetric group $\otimes S_{i N} \backslash S_{N} / \otimes S_{N,}$ we consider cases where the range of all subscripts is 2 . The DC are in one to one correspondence with DC symbols

$$
\left[\begin{array}{ll}
N & N_{j} \\
{ }_{i} N & { }_{i} N_{j}
\end{array}\right]
$$

such that all entries are nonegative integers. For a given DC
symbol the DCR may be chosen as the ( ${ }_{1} N_{2}$ )th power of the cyclic permutation $\left.C_{\left({ }_{2} N_{4}+\right.}{ }_{1} N_{2}\right)$ of ordered sets $\left\{{ }_{2} N_{1}\right\}$ and $\left\{{ }_{1} N_{2}\right\}$, i.e., $q=\left(C_{2^{N_{1}+}{ }_{1} N_{2}}\right)^{, N_{2}}$ causes the permutation

$$
\left(\begin{array}{llll}
{ }_{1} N_{1} & { }_{2} N_{2} & { }_{1} N_{2} & { }_{2} N_{2} \\
{ }_{1} N_{1} & { }_{1} N_{2} & { }_{2} N_{1} & { }_{2} N_{2}
\end{array}\right)
$$

all subsets maintaining a standard order. For the DC symbol

$$
\left[\begin{array}{lll}
7 & 4 & 3 \\
5 & 3 & 2 \\
2 & 1 & 1
\end{array}\right]
$$

with $S_{N_{1}} \otimes S_{N_{2}}=S_{1234} \otimes S_{567}$ and $S_{, N} \otimes S_{2 N}=S_{12345} \otimes S_{67}$, one may choose the $\operatorname{DCR} q=(456)^{2}=(654)$. The intertwining subgroup $S_{3} \otimes S_{1} \otimes S_{2} \otimes S_{1}$ of $\otimes S_{N_{j}}$ is $S_{123} \otimes S_{4}$ $\otimes S_{56} \otimes S_{7}$, which is isomorphic under conjungation by $q$ to the subgroup $S_{123} \otimes S_{6} \otimes S_{45} \otimes S_{7}$ of $\otimes S_{i N}$. All matrix representations of $S_{N}$ can be taken as orthogonal, which seems to be the reasonable (but not necessary) choice which we assume here. Since two equivalent orthogonal representations are related by an orthogonal transformation, all double coset matrices of $S_{N}$ can be considered orthogonal. Orthogonality requires

$$
\left[\begin{array}{ll}
\lambda & \lambda_{i} \\
i_{i} & \lambda_{i} \lambda_{j}
\end{array}\right]=\left[\begin{array}{cc}
\lambda & { }_{i} \lambda \\
\lambda_{j} & { }_{i} \lambda_{j}
\end{array}\right]
$$

The irrep. label stands for a partition $\lambda \vdash N$ with order parts (rows) $l_{i} \geqslant l_{i+1}$. The rows or columns of a DCME must couple by the Littlewood-Richardson outer product rules. ${ }^{4}$ In the particular case of a one part (node) removal we use the notation $\lambda^{i}$ to signify the subduced representation $l_{j}^{i}=l_{j}$ $-\delta_{i j}$. The orthogonality relations alone allow the evaluation ${ }^{1(e)}$ of DCME of the form
$\left[\begin{array}{lll}\lambda & \lambda^{i} & 1 \\ \lambda^{i} & \lambda^{i j} & 1 \\ 1 & 1 & 0\end{array}\right]=\frac{1}{l_{i}-l_{j}^{i}+j-i}$

$$
\begin{align*}
& {\left[\begin{array}{lll}
\lambda & \lambda^{j} & 1 \\
\lambda^{i} & \lambda^{i j} & 1 \\
1 & 1 & 0
\end{array}\right]} \\
& \quad= \pm\left\{\frac{\left(l_{i}-l_{j}^{i}+j-i+1\right)\left(l_{i}-l_{j}^{i}+j-i-1\right)}{\left(l_{i}-l_{j}^{i}+j-i\right)^{2}}\right\}^{1 / 2} \\
& \quad= \pm\left|\lambda \lambda^{i} \lambda^{i j} \lambda^{j}\right|^{-1 / 2} . \tag{4.2}
\end{align*}
$$

The invariance of these values under the transformation $l_{i} \Rightarrow l_{i}+m, m$ a fixed integer, is an example of a hidden symmetry in $S_{N}$ which becomes apparent under the identification of the DCME with a Racah recoupling transformation and the use of equivalence in SUn.

The subduction relation (I) is simply the generalization of the closure condition on transformation matrices that has led to a variety of sum rules in angular momentum theory. The induction relation (II) has no such counterpart. DCME's are identical to ( $9-j$ ) recoupling transformations, and WDCME's for irrep.'s with parts not exceeding the respective dimensions are identical to isoscalar factors ${ }^{1(\mathrm{~d}),(\mathrm{e})}$ for $U\left(n_{1}+n_{2}\right) / U n_{1} \otimes U n_{2}$. One may express a recoupling transformation of $U\left(n_{1}+n_{2}\right)$ in terms of recoupling trans-
formations of $U n_{1}$ and $U n_{2}$ and the appropriate isoscalar factors. This leads to a particular case of the induction relation (II). The induction relation is more general since there is no dimensional restriction on the irrep.'s.

An iterative procedure for the evaluation of a general DCME by sequential one node additions can be established. For the indicated choices, Eq. (II) becomes

$$
\begin{align*}
& {\left[\begin{array}{lll}
\lambda & \lambda^{i} & 1 \\
\lambda_{1} & \lambda_{1}^{j} & 1 \\
\lambda_{2} & \lambda_{2} & 0
\end{array}\right]^{2} } \\
&= \sum_{k, m} \frac{\left|\lambda_{1} \lambda_{1}^{j} \lambda_{1}^{j m} \lambda_{1}^{j}\right|}{\left(l_{i}-l_{k}^{i}+k-i\right)\left(l_{1 j}-l_{1 m}^{j}+m-j\right)} \\
& \times\left[\begin{array}{lll}
\lambda^{i} & \lambda^{i k} & 1 \\
\lambda_{1}^{j} & \lambda_{1}^{j m} & 1 \\
\lambda_{2} & \lambda_{2} & 0
\end{array}\right]^{2}+\frac{\left|\lambda_{1}\right|}{\left|\lambda_{1}^{j}\right| N_{1}}, \tag{4.3}
\end{align*}
$$

which, once a phase convention is established, allows iteration to evaluate any general DCME.

## V. OTHER EXAMPLES

Relations (I) and (II) have an important bearing on establishing a consistent phase convention. For the indicated choices, relation (I) becomes

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\lambda_{1} & { }_{1} \lambda_{1} & { }_{2} \lambda_{1} \\
{ }_{1} \lambda_{1} & { }_{1} \lambda_{1} & 0 \\
{ }_{2} \lambda_{1} & 0 & { }_{2} \lambda_{1}
\end{array}\right]\left[\begin{array}{ccc}
\lambda_{2} & { }_{2} \lambda_{2} & { }_{1} \lambda_{2} \\
{ }_{1} \lambda_{2} & 0 & { }_{1} \lambda_{2} \\
{ }_{2} \lambda_{2} & { }_{2} \lambda_{2} & 0
\end{array}\right]\left[\begin{array}{ccc}
\lambda & \lambda_{1} & \lambda_{2} \\
{ }_{1} \lambda & { }_{1} \lambda_{1} & { }_{1} \lambda_{2} \\
{ }_{2} \lambda & { }_{2} \lambda_{1} & { }_{2} \lambda_{2}
\end{array}\right]=\sum\left[\begin{array}{ccc}
\epsilon(1) & { }_{1} \lambda_{1} & { }_{2} \lambda_{2} \\
{ }_{1} \lambda_{1} & { }_{1} \lambda_{1} & 0 \\
{ }_{2} \lambda_{2} & 0 & { }_{2} \lambda_{2}
\end{array}\right]\left[\begin{array}{ccc}
\epsilon(2) & { }_{2} \lambda_{1} & { }_{1} \lambda_{2} \\
{ }_{1} \lambda_{2} & 0 & { }_{1} \lambda_{2} \\
{ }_{2} \lambda_{1} & { }_{2} \lambda_{1} & 0
\end{array}\right]} \\
& \times\left[\begin{array}{ccc}
{ }_{1} \lambda & { }_{1} \lambda_{1} & { }_{1} \lambda_{2} \\
{ }_{1} \lambda_{1} & { }_{1} \lambda_{1} & 0 \\
{ }_{1} \lambda_{2} & 0 & { }_{1} \lambda_{2}
\end{array}\right]\left[\begin{array}{ccc}
{ }_{2} \lambda & { }_{2} \lambda_{2} & { }_{2} \lambda_{1} \\
{ }_{2} \lambda_{1} & 0 & { }_{2} \lambda_{1} \\
{ }_{2} \lambda_{2} & { }_{2} \lambda_{2} & 0
\end{array}\right]\left[\begin{array}{ccc}
\lambda & \epsilon(1) & \epsilon(2) \\
{ }_{1} \lambda & \lambda_{1} \lambda_{1} & { }_{1} \lambda_{2} \\
{ }_{2} \lambda & { }_{2} \lambda_{2} & { }_{2} \lambda_{1}
\end{array}\right]\left[\begin{array}{ccc}
\lambda & \lambda_{1} & \lambda_{2} \\
\epsilon(1) & { }_{1} \lambda_{1} & { }_{2} \lambda_{2} \\
\epsilon(2) & { }_{2} \lambda_{1} & { }_{1} \lambda_{2}
\end{array}\right] . \tag{4.7}
\end{align*}
$$

Matrix elements of the identity in a given basis of the form

$$
\left[\begin{array}{lll}
\lambda & \lambda_{1} & \lambda_{2} \\
\lambda_{1} & \lambda_{1} & 0 \\
\lambda_{2} & 0 & \lambda_{2}
\end{array}\right]
$$

have unit value. Matrix elements of the form

$$
\left[\begin{array}{lll}
\lambda & \lambda_{1} & \lambda_{2} \\
\lambda_{2} & 0 & \lambda_{2} \\
\lambda_{1} & \lambda_{1} & 0
\end{array}\right]
$$

are identical to a $3-j$ symbol and must have value $\phi\left(\lambda-\lambda_{1}-\lambda_{2}\right)= \pm 1$ because of orthogonality. The above expression thus becomes

$$
\begin{align*}
{\left[\begin{array}{ccc}
\lambda & \lambda_{1} & \lambda_{2} \\
{ }_{1} \lambda & { }_{1} \lambda_{1} & { }_{1} \lambda_{2} \\
{ }_{2} \lambda & { }_{2} \lambda_{1} & { }_{2} \lambda_{2}
\end{array}\right]=} & \sum \phi\left({ }_{2} \lambda-{ }_{2} \lambda_{1}-{ }_{2} \lambda_{2}\right) \phi\left(\epsilon(2)-{ }_{1} \lambda_{2}-{ }_{2} \lambda_{1}\right) \phi\left(\lambda_{2}-{ }_{1} \lambda_{2}-{ }_{2} \lambda_{2}\right)\left[\begin{array}{ccc}
\lambda & \epsilon(1) & \epsilon(2) \\
{ }_{1} \lambda & { }_{1} \lambda_{1} & { }_{1} \lambda_{2} \\
{ }_{2} \lambda & { }_{2} \lambda_{2} & { }_{2} \lambda_{1}
\end{array}\right] \\
& \times\left[\begin{array}{ccc}
\lambda & \lambda_{1} & \lambda_{2} \\
\epsilon(1) & 1_{1} \lambda_{1} & { }_{2} \lambda_{2} \\
\epsilon(2) & { }_{2} \lambda_{1} & { }_{1} \lambda_{2}
\end{array}\right] . \tag{4.8}
\end{align*}
$$

The product of phases may be regarded as the matrix element of the DCR in a basis giving block diagonal form, while the other DCME's bring about the transformation to the alternate bases. A similar application of Eq. (I) gives the phase upon exchanging the second and third columns (similarly for the rows) as

$$
\left[\begin{array}{ccc}
\lambda & \lambda_{2} & \lambda_{1}  \tag{4.9}\\
{ }_{1} \lambda & { }_{1} \lambda_{2} & { }_{1} \lambda_{1} \\
{ }_{2} \lambda & { }_{2} \lambda_{2} & { }_{2} \lambda_{1}
\end{array}\right]=\phi\left(\lambda-\lambda_{2}-\lambda_{1}\right) \phi\left({ }_{1} \lambda-{ }_{1} \lambda_{2}-{ }_{1} \lambda_{1}\right) \phi\left({ }_{2} \lambda-{ }_{2} \lambda_{2}-{ }_{2} \lambda_{1}\right)\left[\begin{array}{ccc}
\lambda & \lambda_{1} & \lambda_{2} \\
{ }_{1} \lambda & { }_{1} \lambda_{1} & { }_{1} \lambda_{2} \\
{ }_{2} \lambda & { }_{2} \lambda_{1} & { }_{2} \lambda_{2}
\end{array}\right] .
$$

An obvious constraint on any phase convention is that it be consistent with the characteristic roots of the DCR in $S_{N}$. The phase $\phi\left(\lambda-\lambda_{1}-\lambda_{2}\right)$ is in general not separable into a product of phases associated with each irrep. as is the case when consideration is restricted to bipartition (SU2) irrep.'s only. The first counter example is $\lambda_{1}=[2,1]=\lambda_{2}$ with $\lambda=[3,2,1]$ occuring in the symmetrized square and the antisymmetrized square. In such cases it is assumed a phase convention $\phi\left(\lambda-\lambda_{1}^{[2]}\right)=+1$ and $\phi\left(\lambda-\lambda^{\left[1^{2}\right]}\right)=-1$ is possible.

As an example of another application of Eq. II, consider $\lambda=[N-M, M]$ a bipartition irrep. of $S_{N}$ and let the other irrep.'s be the one dimensional symmetric irrep.'s of their respective groups. We wish to calculate the DCME

$$
\left[\begin{array}{ccc}
{[N-M, M]} & N_{1} & N_{2} \\
{ }_{1} N & { }_{1} N_{1} & { }_{1} N_{2} \\
{ }_{2} N & { }_{2} N_{1} & { }_{2} N_{2}
\end{array}\right] .
$$

Choose $\lambda(k)=\left[m^{2}\right] \cdot[N-M-m, M-m], m$ arbitrary, for which ${ }_{i} \lambda \uparrow \cap \lambda(k) \uparrow=\lambda=\lambda(k) \uparrow \cap \lambda_{j} \uparrow$. Equation (II) yields

$$
\begin{align*}
& {\left[\begin{array}{ccc}
{[N-M, M]} & N_{1} & N_{2} \\
{ }_{1} N & { }_{1} N_{1} & { }_{1} N_{2} \\
{ }_{2} N & { }_{2} N_{1} & { }_{2} N_{2}
\end{array}\right]=\sum_{L}\left[\begin{array}{ccc}
{\left[m^{2}\right]} & m & m \\
m & {[m-L]} & L \\
m & L & {[m-L]}
\end{array}\right]} \\
& \times\left[\begin{array}{ccc}
{[N-M-m, M-m]} & {\left[N_{1}-m\right]} & {\left[N_{2}-m\right]} \\
{\left[{ }_{1} N-m\right]} & {\left[{ }_{1} N_{1}-m+L\right]} & {\left[{ }_{1} N_{2}-L\right]} \\
{\left[{ }_{2} N-m\right]} & {\left[{ }_{2} N_{1}-L\right]} & {\left[{ }_{2} N_{2}-m+L\right]}
\end{array}\right] \\
& \times\binom{{ }_{1} N_{1}}{m-L}\binom{{ }_{1} N_{2}}{L}\binom{{ }_{2} N_{1}}{L}\binom{{ }_{2} N_{2}}{m-L}\left[\binom{{ }_{1} N}{m}\binom{{ }_{2} N}{m}\binom{N_{1}}{m}\binom{N_{2}}{m}\right]^{-1 / 2} . \tag{4.10}
\end{align*}
$$

By choosing $m=M$, the problem is reduced to evaluating the DCME

$$
\left[\begin{array}{ccc}
{\left[M^{2}\right]} & M & M \\
M & {[M-K]} & K \\
M & K & {[M-K]}
\end{array}\right]
$$

which by an application of the same result is given by

$$
\begin{align*}
{\left[\begin{array}{ccc}
{\left[M^{2}\right]} & M & M \\
M & {[M-K]} & K \\
M & K & {[M-K]}
\end{array}\right]=} & \sum_{L}\left[\begin{array}{ccc}
{\left[m^{2}\right]} & m & m \\
m & {[m-L]} & L \\
m & L & {[m-L]}
\end{array}\right] \\
& \times\left[\begin{array}{ccc}
{\left[(M-m)^{2}\right]} & {[M-m]} & {[M-m]} \\
{[M-m]} & {[M-m-K+L]} & {[K-L]} \\
{[M-m]} & {[K-L]} & {[M-m-K+L]}
\end{array}\right] \\
& \left.\times\left[\begin{array}{l}
{[M-K} \\
m-L
\end{array}\right)\binom{K}{L}\binom{M}{m}\right]^{2} . \tag{4.11}
\end{align*}
$$

By induction and using

$$
\left[\begin{array}{ccc}
{\left[1^{2}\right]} & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right]=-1
$$

one obtains

$$
\left[\begin{array}{ccc}
{\left[M^{2}\right]} & M & M  \tag{4.12}\\
M & {[M-K]} & K \\
M & K & {[M-K]}
\end{array}\right]=(-1)^{K}\binom{M}{K}^{-1}
$$

and therefore

$$
\left.\left.\begin{array}{rl}
{\left[\begin{array}{ccc}
{[N-M, M]} & N_{1} & N_{2} \\
{ }_{1} N \\
{ }_{2} N
\end{array}\right.} & { }_{1} N_{1}
\end{array}{ }_{1} N_{2} .{ }_{2} N_{1} \quad{ }_{2} N_{2}\right]=~ \sum_{L}(-1)^{L}\binom{M}{L}^{-1}\binom{{ }_{1} N_{1}}{M-L}\binom{{ }_{1} N_{2}}{L}\binom{{ }_{2} N_{1}}{L}\binom{{ }_{2} N_{2}}{M-L}, ~\binom{{ }_{1} N}{M}\binom{{ }_{2} N}{M}\binom{N_{1}}{M}\binom{N_{2}}{M}\right]^{-1 / 2} \cdot .
$$

The WDCME of this element is an isoscalar factor identical to a Clebsch-Gordan coefficient of SU2, i.e.,

$$
\begin{aligned}
\left(\left.\begin{array}{c}
{ }_{1} N / 2 \\
\frac{\left({ }_{1} N_{1}-{ }_{1} N_{2}\right)}{2}{ }_{2} N / 2 \\
\left({ }_{2} N_{1}-{ }_{2} N_{2}\right) \\
2
\end{array} \right\rvert\, \begin{array}{c}
\left(\frac{N}{2}-M\right) \\
\left(N_{1}-N_{2}\right) \\
2
\end{array}\right)= & {\left[\frac{(N-2 M+1){ }_{1} N!{ }_{2} N!N_{1}!N_{2}!}{(N-M+1)!M!{ }_{1} N_{1}!{ }_{1} N_{2}!{ }_{2} N_{1}!{ }_{2} N_{2}!}\right]^{1 / 2} } \\
& \times\left[\begin{array}{ccc}
{[N-M, M]} & N_{1} & N_{2} \\
{ }_{1} N & { }_{1} N_{1} & { }_{1} N_{2} \\
{ }_{2} N & { }_{2} N_{1} & { }_{2} N_{2}
\end{array}\right]
\end{aligned}
$$

which agrees even in sign with previously developed sums for evaluating the Clebsch-Gordan coefficients of SU2. ${ }^{3}$

## IV. CONCLUSION

We have established two sum relations for DCME or recoupling coefficients. They are sufficient, once a phase convention is established, to allow an iterative evaluation of any DCME. However, an iterative one node addition procedure may be very inefficient for evaluating a specific DCME. One may take advantage of all symmetries of the DCME's and WDCME's to reduce the number of steps relating a desired coefficient to other known coefficients. Association of the irrep.'s of $S_{N}$ with respect to the alternating group $A_{N}$ as a subgroup of index two and relations based on the character theory of $S_{N}$ appear as hidden symmetries from the point of view of SUn. Equivalence of irrep.'s in SUn and complex conjugation appear as hidden symmetries from the point of view of $S_{N}$ and lead one to consider interchanges of all rows and columns in a DCME. In this regard irrep.'s with rectangular Young patterns seem to have special properties.

There exists historic precedence for a phase convention in $\mathrm{SU}_{2}$ (and a history of fixing arbitrary phases in different ways). A phase convention for general SUn must be certainly nonsimple. ${ }^{5}$ Proposing a phase convention consistent with both $S_{N}$ and $\operatorname{SUn}$ requires further study.

Note added in proof: All symmetries and a consistent phase convention are considered in a paper being prepared for publication.

## APPENDIX: Evaluation of the coefficient of $q$ on the ihs of Eq. (3.6)

Under DC decomposition the lhs of Eq. (3.6) expands as

$$
\begin{aligned}
& \times e_{i, j(k){ }^{\prime} p_{n}, m^{\prime}}^{\lambda^{j}}\left|{ }_{i} \lambda_{i} \lambda_{j i} \epsilon_{j}(k)_{i} \lambda(k)\right|\left[\begin{array}{cc}
\lambda & i_{i} \lambda(k) \\
i_{i} \lambda_{j} & { }_{i} \epsilon_{j}(k)
\end{array}\right]_{s} \\
& \times\left|\lambda(k)_{i} \lambda(k)_{i} \epsilon_{j}(k)^{\prime} \lambda_{j}(k)\right|\left[\begin{array}{ll}
\lambda(k) & \lambda_{j}(k) \\
i \lambda(k) & { }_{i} \epsilon_{j}(k)
\end{array}\right]_{t}
\end{aligned}
$$

$$
\begin{align*}
& \times\left|\lambda_{j} \lambda_{j}(k)_{i} \epsilon_{j}(k)^{\prime \prime}{ }_{i} \lambda_{j}\right|\left[\begin{array}{cc}
\lambda_{j} & { }_{i} \lambda_{j}^{\prime} \\
\lambda_{j}(k) & \left.{ }_{i} \epsilon_{j}(k)^{\prime \prime}\right]_{s^{\prime}} \\
\times\left[\left|{ }_{i} \epsilon_{j}(k)\right|\left|{ }_{i} \epsilon_{j}(k)^{\prime}\right|\left|{ }_{i} \epsilon_{j}(k)^{\prime \prime}\right|\right]^{-1},
\end{array}\right.
\end{align*}
$$

where sums are to be taken over all $\epsilon, p$, and DCR for which $s t s^{\prime}=q$. DC decompose the inner two projectors and restrict consideration to the $D C$ with the identity as DCR. In general, such a restriction proceeds as follows:

$$
\begin{align*}
\left.e_{\tau p, \tau^{\prime} p^{\prime}}^{\lambda}\right|_{e} & =\sum e_{p, \epsilon p^{\prime}}^{\tau} e_{\epsilon p_{j}, p^{\prime}}^{\tau^{\prime}} \frac{\left|\lambda \tau \epsilon \tau^{\prime}\right|}{|\epsilon|}\left[\begin{array}{ll}
\lambda & \tau^{\prime} \\
\tau & \epsilon
\end{array}\right] \\
& =\delta^{\tau} \tau_{p, p^{\prime}}^{\tau} \frac{|\lambda||T|}{|G||\tau|} \tag{A2}
\end{align*}
$$

where the last equality holds iff the subgroups $T \backslash G / T$ are identical as in the present consideration. Carrying the DCME's and weighting factors implicity and just writing down the operator portion, we now have

$$
\begin{equation*}
\sum e_{m_{,}, \epsilon(k) p}^{, \lambda_{j}} s t s^{\prime} e_{i \in(k) p_{1} m^{\prime}}^{\lambda_{j}^{\prime}} . \tag{A3}
\end{equation*}
$$

Finally, since $s t s^{\prime}=q$, we may commute the remaining projectors with $s t s^{\prime}$ (because of the isomorphism), sum on $p$, and restrict to the identity element to obtain the factor

$$
\delta^{\lambda_{i}, \lambda_{i}} \delta^{m m^{\prime}} \frac{\left.\left|{ }_{i} \lambda_{j}\right|\right|_{i} \epsilon_{j}(k) \mid}{\left|{ }_{i} G_{j}\right|}
$$

Collecting all factors generated above and identifying the coefficient of $q$ on the two sides of Eq. (3.6), we have

$$
\begin{align*}
& \sum \frac{|\epsilon|}{|G|}\left[\begin{array}{cc}
\epsilon & i_{i} \lambda \\
\lambda(k) & i \lambda(k)
\end{array}\right]\left[\begin{array}{cc}
\epsilon & \lambda_{j} \\
i \lambda & \lambda_{j}
\end{array}\right]\left[\begin{array}{cc}
\epsilon & \lambda(k) \\
\lambda_{j} & \lambda_{j}(k)
\end{array}\right] \\
&=\sum \frac{|\lambda|\left|\lambda(k)_{i} \lambda(k)_{i} \epsilon_{j}(k) \lambda_{j}(k)\right|}{|G|\left|\lambda_{i} \lambda_{i} \lambda_{j} \lambda_{j}\right|} \\
& \times\left[\begin{array}{cc}
i_{i} \lambda & i_{i}(k) \\
i_{i} \lambda_{j} & { }_{i} \epsilon_{j}(k)
\end{array}\right]_{s}\left[\begin{array}{cc}
\lambda(k) & \lambda_{j}(k) \\
i \lambda(k) & \epsilon_{j}(k)
\end{array}\right]_{i} \\
& \times\left[\begin{array}{cc}
\lambda_{j} & \lambda_{j} \\
\lambda_{j}(k) & { }_{i} \epsilon_{j}(k)
\end{array}\right]_{s^{\prime}} \tag{A4}
\end{align*}
$$

Use of the unitarity on the WDCME removes the sum of the lhs and gives the expression (II).
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An algorithm is developed which permits us to construct all the finite subgroups of the generalized Lorentz groups $O(p, q)$ up to an $O(p, q)$ conjugation. The application of this algorithm to the Lorentz group $\mathrm{O}(3,1)$ is outlined, and the full list of finite subgroups compiled.

## I. INTRODUCTION

Properties of the Lorentz group $\mathrm{O}(3,1)$ and its representations have been intensively studied for many years in view of the important role of the group in physics. ${ }^{\prime}$ Continuous subgroups of the Lorentz group have been classified ${ }^{2}$ a long time ago and have often been used since.

A classification of the finite subgroups of the Lorentz group is undertaken for the first time here, although, as we explain below, the problem has been almost solved on several occasions in a different context.

The purpose of this article is to bring together known general results concerning finite subgroups of the pseudoorthogonal groups $\mathrm{O}(p, q)$ and to formulate a computational procedure which provides the desired list of representatives of $\mathrm{O}(p, q)$-conjugacy classes of finite subgroups of $\mathrm{O}(p, q)$. Naturally, such an algorithm requires that the finite subgroups of $O(p)$ and $O(q)$ are known. As an illustration we solve the problem completely for the Lorentz group $O(3,1)$.

Technically, a classification of finite subgroups of $\mathrm{O}(3,1)$ could proceed in several ways. A possible approach would be to recognize that our problem practically coincides with a problem of Shubnikov and Koptsik ${ }^{3}$ and to complete their list of 122 antisymmetry point groups which are extentions of the crystallographic groups to the full list of the antisymmetry point groups acting in $R^{3}$. According to Lemma 1 below; every finite subgroup of $O(3,1)$ is an $O(3,1)$ conjugate of a subgroup of $O(4)$. Hence one could start from the known ${ }^{4}$ subgroups of $O(4)$. Still another way would be to use a continuous epimorphism of the group $\operatorname{SL}(2, C)$ on the orthochronous Lorentz group $\mathrm{O}_{1}(3,1)$.

In Sec. II two lemmas are formulated which lead to an algorithm for finding all the finite subgroups of the generalized Lorentz group $\mathrm{O}(p, q)$ up to $\mathrm{O}(p, q)$-conjugation starting from known finite subgroups of $\mathrm{O}(p)$ and $\mathrm{O}(q)$. In Sec. III the algorithm is applied to the Lorentz group. The last section contains general comments: the relation between the finite subgroups of $O(3,1)$ and the Shubnikov point groups; a criterion which easily distinguishes to which of the five groups $\mathrm{DO}(3,1), \mathrm{SO}(3,1), \mathrm{O}_{1}(3,1), \mathrm{O}_{2}(3,1)$, and $\mathrm{O}(3,1)$, that are locally isomorphic to $\mathrm{O}(3,1)$ any given finite subgroup $G$

[^2]of $O(3,1)$ minimally belongs; the relationship between the finite subgroups of $\left\langle\operatorname{SL}(2, C),\left(\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right)\right\rangle$ and those of $\mathrm{O}(3,1)$; th generating functions and the corresponding integrity bases for invariants and general covariants of all irreducible repre sentations of the finite subgroups.

## II. THE GENERAL ALGORITHM

## A. A first lemma

The apparent simplicity of the classification problem resides in the following misleading argument: Suppose that finite subgroup of $\mathrm{O}(3,1)$ contains a Lorentz-boost $B$, i.e., a: $O(3,1)$-transformation which mixes the space and time coordinates. Since the order of the group must be finite, $B^{n}$ must be the identity for some finite $n$. But this is impossibl since one knows physically that the repeated application o' the same Lorentz-boost is equivalent to a Lorentz-boost wit. a parameter $\gamma=v / c$ approaching 1 . Hence a finite subgrou of $\mathrm{O}(3,1)$ cannot contain a Lorentz-boost and all its element will be of the form of a direct sum of an $O(3)$-rotation with possible inversion of the time ( $t \rightarrow \pm t$ ).

The error in this reasoning lies in the fact that one has i. mind a pure Lorentz-boost which mixes only one of the space coordinates with the time. But if the transformation 3 makes simultaneously a Lorentz-boost and a rotation of the space, it is not impossible that $B^{n}$ will be the identity for some finite $n$. In fact, the following $\mathrm{O}(3,1)$-matrix:

$$
B=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & \alpha & \beta \\
0 & \alpha & \beta^{2} & \alpha \beta \\
0 & -\beta & -\alpha \beta & -\alpha^{2}
\end{array}\right),
$$

$\forall \alpha, \beta \in R$, such that $\alpha^{2}-\beta^{2}=1$, is a Lorentz-boost of order 2, i.e., $B^{2}=I$.

With this fact, how can one hope to find all the finite subgroups of $O(3,1)$ with only those of $O(3)$ and the time reflection group $\left\langle-I_{1}\right\rangle$ ? (The brackets " $(\ldots\rangle$ " mean "thi group generated by the element(s)...".) The answer to this ; given by the following lemma.

Lemma 1: Let $G$ be a finite subgroup of $\mathrm{O}(p, q)$. Then there exists a regular $(p+q) \times(p+q)$ matrix $Y \in \mathrm{O}(p, q)$ such that, for all the elements $X$ of $G, Y^{-1} X Y$ is of the forn

$$
\left(\begin{array}{cc}
X_{1}^{\prime} & 0 \\
0 & X^{\prime}{ }_{2}
\end{array}\right)
$$

where $X^{\prime}{ }_{1} \in O(p)$ and $X^{\prime}{ }_{2} \in O(q)$.
In other words, any finite subgroup of $O(p, q)$ is $O(p, q)$ conjugate to a finite subgroup of $O(p) \oplus O(q)$.

Proof: The group $\mathrm{O}(p, q)$ is formed by the elements of the set

$$
\begin{equation*}
\left\{X \mid X \in R^{(p+q) \times(p+q)} \text { such that } X^{\top} K_{p, q} X=K_{p, q}\right\} \tag{2}
\end{equation*}
$$

where $K_{p, q}=I_{p} \oplus\left(-I_{q}\right)$.
Firstly form the following set $\mathrm{S}(G)$ :

$$
\begin{align*}
\mathrm{S}(G)= & \left\{X \mid X=X^{\top} \in R^{(p+q) \times(p+q)}\right. \text { such that } \\
& \left.g^{\top} X g=X, \forall g \in G\right\} . \tag{3}
\end{align*}
$$

By definition (2), $K_{p, q} \in \mathrm{~S}(G)$. The elements of this set are in one-to-one correspondence with the real quadratic forms $A(x)=x^{\top} X x\left(x \in R^{(p+q) \times 1}\right)$, that are invariant under the action of $G$.

Note that

$$
\begin{equation*}
P_{o}=\sum_{g \in G} g^{\top} g \in \mathbf{S}(G) \tag{4}
\end{equation*}
$$

which is a consequence of the finite order of $G$. Moreover, $P_{0}$ is a positive definite form,

$$
\begin{align*}
x^{\top} P_{0} x & =\sum_{g \in G} x^{\top} g^{\top} I g x \\
& =\sum_{g \in G}(g x)^{\top} I(g x) \geqslant 0, \quad \forall x \in R^{(\rho+q) \times 1} . \tag{5}
\end{align*}
$$

By a theorem of linear algebra, the two symmetric matrices $K_{p, q}$ and $P_{0}$, of which one is positive definite, can be simultaneously diagonalized by means of an equivalent transformation,

$$
\begin{equation*}
Z^{\top} K_{p, q} Z \quad \text { and } \quad Z^{\top} P_{0} Z, \tag{6}
\end{equation*}
$$

with a nonsingular matrix $Z$. Since the diagonal matrix $Z^{\top} K_{p, q} Z$ has the same signature as $K_{p, q}$, it is possible upon replacement of $Z$ by $Y=Z M$, where $M$ is a suitable monomial matrix, to have $Y^{\top} K_{p . q} Y=K_{p . q}$. Note that a matrix of degree $p+q$ is said to be monomial if there is precisely one nonzero coefficient in each row and column. And then

$$
\begin{equation*}
K_{p, q}=Y^{\top} K_{p, q} Y \quad \text { and } \quad P_{o}^{\prime}=Y^{\top} P_{0} Y, \tag{7}
\end{equation*}
$$

and $Y \in \mathrm{O}(p, q)$. We claim that the $\mathrm{O}(p, q)$-conjugate subgroup $H$ obtained from $G$ by calculating $Y^{-1} g Y, \forall g \in G$, is the subgroup we are looking for.

It is easy to show that $P^{\prime}{ }_{0} \in \mathrm{~S}(H)$; that is a direct consequence of $P_{0} \in \mathrm{~S}(G)$. Define the $q$ following matrices $P_{p+i}$, $i=1, \ldots, q$ :

$$
\begin{equation*}
P_{p+i}=K_{p, q}+\frac{1}{\alpha_{p+i}} P_{0}^{\prime} \tag{8}
\end{equation*}
$$

where $\alpha_{p+i}$ is the ( $p+i$ )th diagonal entry of $P_{0}^{\prime}$. The $P_{p+i}$ obviously belong to $\mathrm{S}(H)$. These diagonal matrices have their first $p$ diagonal entries positive and at least one zero diagonal element in the last $q$ entries.

Since $P_{p+i} \in \mathrm{~S}(H)$, its null space,
$\operatorname{Ker} P_{p+i}=\left\{x \mid x \in R^{(p+q) \times 1}\right.$ such that $\left.P_{p+i} x=0\right\}$,
is $H$-invariant. Further, since $\operatorname{Ker} P_{p+i}$ does not contain iso-
tropic vectors ( $x \neq 0$ but $x^{\top} K_{p, q} x=0$ ), the decomposition of $R^{(p+q) \times 1}$ in $\operatorname{Ker} P_{p+i}$ and in its $K_{p, q}$-orthogonal complement holds:

$$
\begin{equation*}
R^{(p+q) \times 1}=\left(\operatorname{Ker} P_{p+i}\right) \oplus\left(\operatorname{Ker} P_{p+i}\right)^{1}, \tag{10}
\end{equation*}
$$

where

$$
\begin{align*}
\left(\operatorname{Ker} P_{p+i}\right)^{\perp}= & \left\{y \mid y \in R^{(p+q) \times 1} \text { and } y^{\top} K_{p, q} x=0\right. \\
& \left.\forall x \in \operatorname{Ker} P_{p+i}\right\} \tag{11}
\end{align*}
$$

(Ker $\left.P_{p+i}\right)^{1}$ is also invariant under the action of $H$.
Since the intersection of invariant subspaces is invariant, $n_{i=1}^{q}\left\{\left(\operatorname{Ker} P_{p+i}\right)^{\perp}\right\}$ is invariant. However, the elements of this intersection are just the vectors whose $q$ last coordinates are zero:

$$
\begin{equation*}
\bigcap_{i=1}^{q}\left\{\left(\operatorname{Ker} P_{p+i}\right)^{1}\right\}=\left\{x \mid x \in R^{(p) \times 1} \oplus 0^{(q) \times 1}\right\} \tag{12}
\end{equation*}
$$

where $0^{(q) \times 1}$ means the null vector in $R^{(q) \times 1}$.
One could show in the same manner that

$$
\begin{equation*}
\left\{x \mid x \in 0^{(p) \times 1} \oplus R^{(q) \times 1}\right\} \tag{13}
\end{equation*}
$$

is also $H$-invariant.
The invariance of the two subspaces is tantamount to saying that all the elements of $H$ have the desired form:
$h=\left(\begin{array}{cc}X^{\prime} & 0 \\ 0 & X^{\prime}{ }_{2}\end{array}\right)$, where $X^{\prime}{ }_{1} \in \mathrm{O}(p)$ and $X^{\prime}{ }_{2} \in \mathrm{O}(q)$,
$\forall h \in H$.
Thus Lemma 1 is proved.

## B. A second lemma

Although the preceding lemma provides a simplification in the search for finite subgroups of the $\mathrm{O}(p, q)$ groups, one still needs an easy test to recognize whether or not two finite subgroups are $\mathrm{O}(p, q)$-conjugate. This is achieved by the following lemma.

Lemma 2: Two subgroups $G, H$ of $\mathrm{O}(p) \oplus \mathrm{O}(q)$ are $\mathrm{O}(p, q)$-conjugate if and only if there is an isomorphism:

$$
a: G \Rightarrow H
$$

of $G$ on $H$ for which:

$$
g=\left(\begin{array}{cc}
g_{1} & 0 \\
0 & g_{2}
\end{array}\right), \quad a(g)=h=\left(\begin{array}{cc}
h_{1} & 0 \\
0 & h_{2}
\end{array}\right)
$$

$g_{1}, h_{1} \in \mathrm{O}(p)$, and $g_{2}, h_{2} \in \mathrm{O}(q)$, and
$\operatorname{Tr}\left(g_{1}\right)=\operatorname{Tr}\left(h_{1}\right) \quad$ and $\operatorname{Tr}\left(g_{2}\right)=\operatorname{Tr}\left(h_{2}\right)$.
Proof: If there is an isomorphism of $G$ on $H$ of the type described above, then the traces of the upper block $g_{1}$ and $h_{1}$ $=[\alpha(g)]_{1}$ are equal, so that these blocks form equivalent representations of the abstract group $\mathscr{G}$. There exists $A$ in $O(p)$ such that

$$
\begin{equation*}
h_{1}=[\alpha(g)]_{1}=A^{-1} g_{1} A, \quad \forall g \in G . \tag{15}
\end{equation*}
$$

For the same reason, there exists $B$ in $\mathrm{O}(q)$ such that

$$
\begin{equation*}
h_{2}=[\alpha(g)]_{2}=B^{-1} g_{2} B, \quad \forall g \in G . \tag{16}
\end{equation*}
$$

Hence

$$
\begin{equation*}
h=\alpha(g)=(A \oplus B)^{-1} g(A \oplus B) \tag{17}
\end{equation*}
$$

and $A \oplus B \in \mathrm{O}(p, q)$.

Conversely, let $G$ and $H$ be $\mathrm{O}(p, q)$-conjugate subgroups of $\mathrm{O}(p) \oplus \mathrm{O}(q)$ such that $H=A^{-1} G A$ for some $A$ $\in \mathrm{O}(p, q)$. Then there is a finite set of nonequivalent unitary irreducible representations $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{v}$ of the abstract group $\mathscr{G}$ such that:

$$
\begin{align*}
& G \ni g=\left(\begin{array}{cc}
G_{1}(g) & 0 \\
0 & G_{2}(g)
\end{array}\right), \quad G_{i} \sim \underset{k=1}{\oplus} a_{i k} \varphi_{k}, \\
& H \ni A \quad{ }^{\prime} g A=\left(\begin{array}{cc}
H_{1}(g) & 0 \\
0 & H_{2}(g)
\end{array}\right), \quad H_{i} \sim{ }_{k=1}^{\oplus} b_{i k} \varphi_{k}, \tag{18}
\end{align*}
$$

for $i=1,2$. Here the multiplicities $a_{i k}, b_{i k}$ are nonnegative integers for $i=1,2, k=1,2, \ldots, v$.

It is our aim to show that $G_{i}$ and $H_{i}$ are equivalent for $i=1,2$, i.e., $a_{i k}=b_{i k}$ for $i=1,2, \ldots, v$. Without loss of generality, we may assume that the following equalities already hold:

$$
\begin{equation*}
G_{i}=\underset{k-1}{\oplus} a_{i k} \varphi_{k}, \quad H_{i}=\underset{k-1}{\oplus} b_{i k} \varphi_{k}(i=1,2) \tag{19}
\end{equation*}
$$

We want to show that $G_{i}=H_{i}$ for $i=1,2$.
Now let $V_{\varphi_{k}}$ be the $R$-linear subspace of the $(p+q)$ column space $R^{(p+q) \times 1}$ which is invariant under the action of $G_{1} \oplus G_{2}$ such that it is maximal among the $G_{1} \oplus G_{2}-$ invariant supspaces of the $(p+q)$-column space with the property that every irreducible component is equivalent to $\varphi_{k}$. It is known from general representation theory that $V_{\varphi_{k}}$ is uniquely determined by $\varphi_{k}$ and it gives rise to a representation of $G$ that is equivalent to $\left(a_{1 k}+a_{2 k}\right) \varphi_{k}$. In fact, it is formed by all $(p+q)$-columns with the property that all $j$ th coefficients are zero unless:

$$
\sum_{h<k} a_{1 h}\left[\varphi_{h}\right]<j \leqslant \sum_{h \leqslant k} a_{1 h}\left[\varphi_{h}\right],
$$

or

$$
\sum_{h<k} a_{2 k}\left[\varphi_{h}\right]<j-p \leqslant \sum_{n<k} a_{2 h}\left[\varphi_{h}\right],
$$

where $\left[\varphi_{h}\right]$ denotes the degree of the representation $\varphi_{h}$. The signature of the restriction of $K_{p, q}$ to $V_{\varphi_{k}}$ is equal to ( $a_{1 k}\left[\varphi_{k}\right], a_{2 k}\left[\varphi_{k}\right]$ ). Similarly we define the corresponding subspace $V_{\varphi_{k}}^{\prime}$ for $H_{1} \oplus H_{2}$ and find the signature of the restriction of $K_{p, q}$ to $V_{\varphi_{k}}^{\prime}$ to be equal to ( $b_{1 k}\left[\varphi_{k}\right]$, $\left.b_{2 k}\left[\varphi_{k}\right]\right)$. But because of the $O(p, q)$-conjugacy of $G_{1}$ $\oplus G_{2}, H_{1} \oplus H_{2}$ that was assumed above, it follows that $V_{\psi_{k}}^{\prime}=A V_{\Psi_{k}}$ so that
$a_{i k}=b_{i k} \quad(i=1,2)$,
for $k=1,2, \ldots, v$.
These equalities are tantamount to the equality of the traces of the upper blocks $g_{1}$ and $h_{1}=[\alpha(g)]_{1}$ and of the lower blocks $g_{2}$ and $h_{2}=[\alpha(g)]_{2}$ :

$$
\begin{aligned}
\operatorname{Tr}\left(g_{1}\right)= & \operatorname{Tr}\left(h_{1}\right) \text { and } \operatorname{Tr}\left(g_{2}\right)=\operatorname{Tr}\left(h_{2}\right), \\
& \forall g \in G \quad \text { and } \quad h=\alpha(g) \in H .
\end{aligned}
$$

## C. An algorithm

The two lemmas lead to a natural algorithm for finding
the finite subgroups of $\mathrm{O}(p, q)$ [up to $\mathrm{O}(p, q)$-conjugation] starting from the known finite subgroups of $O(p)$ and $O(q)$.

Let $\mathrm{FSG}[\mathrm{O}(m)]$ be a list of representatives of conjugacy classes [under $\mathrm{O}(m)$ ] of the finite subgroups of the group $\mathrm{O}(m)$ of orthogonal $m \times m$ matrices. A list FSG [O( $p_{1}$, $\left.p_{2}\right)$ ] of the representatives of the conjugacy classes [under $O\left(p_{1}, p_{2}\right)$ ] of the finite subgroups of the group $\mathrm{O}\left(p_{1}, p_{2}\right)$ of pseudo-orthogonal $(p+q) \times(p+q)$ matrices will be given by the following procedure:
1.Pick out of the FSG $\left[\mathrm{O}\left(p_{i}\right)\right], i=1,2$, two members $X_{i}$ (one for each $p_{i}$ ), construct the "natural" representation $\psi_{i}$,

$$
\begin{equation*}
\psi_{i}: X_{i} \rightarrow \mathrm{O}\left(p_{i}\right) \tag{22}
\end{equation*}
$$

and the subgroup of the group $\operatorname{Aut}\left(X_{i}\right)$ of automorphisms of $X_{i}$ which preserve the character of the representation $\psi_{i}$,

$$
\begin{align*}
\text { Aut }_{\psi^{\prime},}\left(X_{i}\right)= & \left\{\alpha \mid \alpha \in \operatorname{Aut}\left(X_{i}\right) \text { and } \forall x \in X_{i}:\right. \\
& \operatorname{Tr}(x)=\operatorname{Tr}(\alpha x)\} . \tag{23}
\end{align*}
$$

2. Form a list of the representatives of the conjugacy classes under $\mathrm{Aut}_{\psi_{1}}\left(X_{1}\right) \times \mathrm{Aut}_{\psi_{2}}\left(X_{2}\right)$ of the subgroups

$$
\begin{equation*}
\hat{G}=\left\{\Delta_{1}(g) \times \Delta_{2}(g)=g \mid \Delta_{i}(g) \in X_{i}, i=1,2\right\}, \tag{24}
\end{equation*}
$$

of the direct product $X_{1} \times X_{2}$ such that $\hat{G}$ satisfies the semidirect product condition,

$$
\begin{equation*}
\Delta_{i}(\hat{G})=X_{i} \quad i=1,2 \tag{25}
\end{equation*}
$$

3. Form the (finite) list $\mathrm{SG}\left(X_{1}, X_{2}\right)$ of the subgroups of $\mathrm{O}\left(p_{1}, p_{2}\right)$ obtained from $\hat{\boldsymbol{G}}$,

$$
\begin{equation*}
G=\left\{\Delta_{1}(g) \oplus \Delta_{2}(g) \mid g \in \hat{G}\right\} . \tag{26}
\end{equation*}
$$

4. The union of the lists $\operatorname{SG}\left(X_{1}, X_{2}\right)$ for all pairs $X_{1}$ $\in \operatorname{FSG}\left[\mathrm{O}\left(p_{1}\right)\right]$ and $X_{2} \in \operatorname{FSG}\left[\mathrm{O}\left(p_{2}\right)\right]$ gives the desired list $\operatorname{FSG}\left[\mathrm{O}\left(p_{1}, p_{2}\right)\right]$.

## III. AN EXAMPLE: $\operatorname{FSG}[\mathbf{O}(3,1)]$

The application of this algorithm to the Lorentz group $O(3,1)$ supposes that one already has the lists $\operatorname{FSG}[O(1)]$ $\equiv \equiv \mathrm{FSG}\left[\left(-I_{1}\right\rangle\right]$ and $\operatorname{FSG}[\mathrm{O}(3)]$. In fact, FSG $\left[\left\langle-I_{1}\right\rangle\right]$ contains only two elements, $\{(1)\}$ and $\left\langle-I_{1}\right\rangle$
$=\{(1),(-1)\}$, and $\operatorname{FSG}[O(3)]$ is well known. First let us explain how to obtain $\operatorname{FSG}[O(p)]$ for $p$ odd, from the known $\mathrm{FSG}[\mathrm{SO}(p)]$ because the procedure is exactly parallel to the problem of finding $\operatorname{FSG}[\mathrm{O}(3,1)]$ from the known FSG[O(3)].

## A. The list FSG[O(3)]

Any subgroup $G$ of $O(p)$ for $p$ odd is an element of one of the following disjoint sets: (i) the set of subgroups of $\mathrm{SO}(p)$, (ii) the set of subgroups of $\mathrm{O}(p)$ containing $-I_{p}$, and (iii) the set of the remaining subgroups of $O(p)$. In the second case (ii), there is the decomposition $G=[G \cap S O(p)]$ $\times\left\langle-I_{p}\right\rangle$ of $G$ into the direct product of its intersection with $\operatorname{SO}(p)$ and the center of $\mathrm{O}(p)$. In the third case (iii), we can obtain from $\tilde{G}$ a subgroup $G \subset S O(p)$, i.e., a subgroup belonging to the set (i), by a Goursat twist ${ }^{4}$ :

$$
\begin{equation*}
G=\left\{g \mid g \in \tilde{G} \mathbf{S O}(p) \text { or } g \in-I_{p}[\tilde{G} \backslash(\tilde{G} \cap \mathbf{S O}(p))]\right\} \tag{27}
\end{equation*}
$$

The intersection $\tilde{\boldsymbol{G}} \cap \mathrm{SO}(p)$ is an invariant subgroup of $\tilde{\boldsymbol{G}}$ of index 2. Conversely, from any subgroup $G$ of $\operatorname{SO}(p)$ which has a subgroup $N$ of index 2 , we can construct a Goursat twist $\tilde{G}$ in the following way:

$$
\begin{equation*}
\tilde{G}=\left\{g \mid g \in N \text { or } g \in-I_{p} \cdot(G \backslash N)\right\} . \tag{28}
\end{equation*}
$$

If $p$ is odd, it is easy to show that $\mathrm{O}(p)$-conjugacy is equivalent to $\operatorname{SO}(p)$-conjugacy. As a corollary, two subgroups of the set (ii) [or (iii)] will be $\mathrm{O}(p)$-conjugate if and only if their intersection with $\mathrm{SO}(p)$ is $\mathrm{SO}(p)$-conjugate.

Consequently a representative list $\operatorname{FSG}[\mathrm{O}(p)]$ (for $p$ odd) is derived from a representative list $\operatorname{FSG}[\operatorname{SO}(p)]$ upon extending $\operatorname{FSG}[\operatorname{SO}(p)]$ with the list of the direct products $G \times \operatorname{CO}(p)\left[\operatorname{CO}(p)\right.$ is the center of $O(p)$, i.e., $\left\langle-I_{p}\right\rangle$, and $G$ ranges over $\operatorname{FSG}[\operatorname{SO}(p)]]$ and with the list of the Goursat twist subgroups of the form (28), where $G \in F S G[S O(p)]$ contains a subgroup $N$ of index 2 and $N$ ranges over a representative set of the conjugacy classes of the subgroups of $G$ of index 2 under the normalizer $\operatorname{Nor}_{\mathrm{so}(p)} G$ of $G$ in $\operatorname{SO}(p)$.

Explicitly, the list FSG[SO(3)] is known to be formed by:
(a) The cyclic rotation groups $C_{n}=\left\langle R_{n}\right\rangle$ for $n \in N^{+}$of order $n$, where

$$
R_{n}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \frac{2 \pi}{n} & \sin \frac{2 \pi}{n} \\
0 & -\sin \frac{2 \pi}{n} & \cos \frac{2 \pi}{n}
\end{array}\right)
$$

which satisfies the relation $R_{n}^{n}=I_{3}$.
(b) The dihedral rotation groups $D_{n}=\left\langle R_{n}, D\right\rangle$ for $2 \leqslant n \in N^{+}$of order $2 n$, where

$$
D=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

The generators satisfy the relations

$$
D^{2}=\left(D R_{n}\right)^{2}=I_{3} ;
$$

(c) The tetrahedral rotation group $T=\left\langle R_{2}, D, R^{\prime}{ }_{3}\right\rangle$ of order 12 , where

$$
R_{3}^{\prime}=\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)
$$

which satisfies $\left(D R^{\prime}{ }_{3}\right)^{3}=R_{3}^{\prime 3}=I_{3}$;
(d) The octahedral rotation group $O=\left\langle R_{2}, D, R^{\prime}{ }_{3}\right.$, $\left.R^{\prime}{ }_{2}\right\rangle=\left\langle R_{3}{ }_{3}, R^{\prime}{ }_{2}\right\rangle$ of order 24 , where

$$
R_{2}^{\prime}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{array}\right)
$$

which satisfies $\left(R^{\prime}{ }_{2}\right)^{2}=\left(R^{\prime}{ }_{2} R^{\prime}{ }_{3}\right)^{4}=I_{3}$.
(e) The icosahedral rotation group $I=\left\langle R_{2}, R^{\prime \prime}{ }_{3}\right\rangle$ of order 60 , where

$$
R^{\prime \prime}{ }_{3}=\left(\begin{array}{ccc}
\alpha & \beta & 0 \\
-\beta & \alpha & 0 \\
0 & 0 & 1
\end{array}\right) R_{3}{ }_{3}\left(\begin{array}{ccc}
\alpha & -\beta & 0 \\
\beta & \alpha & 0 \\
0 & 0 & 1
\end{array}\right)
$$

with

$$
\alpha=\frac{1}{2}(\sqrt{2+\sqrt{2 \sqrt{5}-2}})
$$

and

$$
\beta=-\sqrt{1-\alpha^{2}},
$$

subject to $\left(R^{\prime \prime}{ }_{3}\right)^{3}=\left(R_{2} R{ }^{\prime \prime}{ }_{3}\right)^{5}=I_{3}$.
A list $\operatorname{FSG}[O(3)]$ is obtained, as mentioned above, by extending FSG[SO(3)] by the direct products $G \times \operatorname{CO}(3)$, $G \in \operatorname{FSG}[S O(3)]$ and the Goursat twists. These Goursat twist groups are
$\left\langle-R_{n}\right\rangle$ for $n$ even $\geqslant 2$,
$\left\langle R_{n},-D\right\rangle$ for $n \geqslant 2$, $\left\langle-R_{n}, D\right\rangle$ for $n$ even $\geqslant 4$, $\left\langle-R^{\prime}{ }_{2}, R_{3}{ }_{3}\right\rangle$

obtained from the cyclic groups, obtained from the dihedral groups, obtained from the octahedral group.

## B. The list $\operatorname{FSG}[0(3,1)]$

To follow the algorithm presented in the preceding section, one must pick $X_{1} \in \mathrm{FSG}[\mathrm{O}(3)]$ and $X_{2} \in \mathrm{FSG}\left[\left\langle-I_{1}\right\rangle\right]$. Since FSG $\left[\left\langle-I_{1}\right\rangle\right]$ has only two elements, the elements of $\operatorname{FSG}[\mathrm{O}(3,1)]$ will be groups either with no elements reversing time $\left[X_{2}=\{(1)\}\right]$, or with some elements reversing it $\left(X_{2}=\left\langle-I_{1}\right\rangle\right)$. The second step of the algorithm consists in constructing the subdirect products of $X_{1}, X_{2}$. Thus the groups with some time reversing elements can be distinguished as the groups which are the direct products of $X_{1}$ and $X_{2}=\left\langle-I_{1}\right\rangle$ and the groups which are their subdirect products but not their direct products. In consequence of this procedure, the list $\operatorname{FSG}[\mathrm{O}(3,1)]$ is partitioned as follows:
(i) $X_{1} \oplus 1$, where $X_{1} \in \mathrm{FSG}[\mathrm{O}(3)]$ and 1 is the identity acting on the time coordinate,
(ii) $X_{1} \oplus\langle(-1)\rangle$, the direct product $X_{1} \times\left\langle-I_{1}\right\rangle$, and
(iii) $\left[\left(X_{1} \backslash N\right) \oplus(-1)\right] \cup[N \oplus(1)]$, where $N$ is a representative of a $\mathrm{Nor}_{\mathrm{O}(3)} X_{1}$-conjugacy classes of subgroups of $X_{1}$ of index 2 (see below): The subgroups (iii) are the subdirect products and correspond to the Goursat twists.

Let us give an example of the procedure. Let $X_{1}$ $=\left\langle R_{n}, D,-I_{3}\right\rangle$, the group obtained by the direct product of $D_{n}$ with the space inversion. If one takes $X_{2}=\{(1)\}$, one obtains $\left\langle R_{n}, D,-K_{3,1}\right\rangle$. [When the $A \in \mathrm{O}(3)$ is used to describe a generator of $\mathrm{O}(3,1)$, it must be understood as $A \oplus 1$, $-A$, and $-I_{4} A$ denote $\left(-I_{3} A\right) \oplus(+1)$ and $-I_{4}$ $(A \oplus(+1))$ respectively.] In the same way, if $X_{2}=\left\langle-I_{1}\right\rangle$ and one keeps all the elements of the direct product, one gets $\left\langle R_{n}, D,-K_{3,1}\right) \times\left\langle-I_{4}\right\rangle$.

The subgroup $X_{1}=\left\langle R_{n}, D,-I_{3}\right\rangle$ leads to many twists. For any $n$, one has at least three subgroups of index 2 : $\left\langle R_{n}, D\right\rangle,\left\langle R_{n},-I_{3}\right\rangle$, and $\left\langle R_{n},-D\right\rangle$. When $n$ is odd, those three are the only ones. For $n$ even, $R_{n}$ may not appear as a generator and four other subgroups are possible: $\left\langle R_{n / 2}, D,-I_{3}\right\rangle,\left\langle-R_{n}, D\right\rangle,\left\langle R_{n / 2}, D R_{n},-I_{3}\right\rangle$, and $\left\langle-R_{n},-D\right\rangle$. (It can be seen that those seven subgroups exhaust the possibilities for $n$ even; in fact, each of them corresponds to a way of removing at least one of the three
generators $R_{n}, D$, and $-I_{3}$ of the elements of the initial group. For example, none of the three generators appears in the last example given above.)

Since Aut $t_{t_{2}}\left(X_{2}\right)$ [see relation (23)] contains only the identity, Aut $\psi_{\psi_{1}}\left(X_{1}\right) \times$ Aut $_{t^{\prime} / 2}\left(X_{2}\right)$ is isomorphic to Aut $_{\psi, 1}\left(X_{1}\right)$, which is isomorphic to a subgroup of $\mathrm{Nor}_{\mathrm{SO}(3)}$ $X_{1}$. The second step of the algrorithm is then equivalent to finding which of the seven aforementioned subgroups belong to distinct conjugacy classes under $\mathrm{Nor}_{\mathrm{SO}(3)} X_{1}$. One can find $\operatorname{Nor}_{\text {SO(3) }}\left\langle R_{n}, D,-I_{3}\right\rangle$ as follows: The centralizer of the dihedral groups $D_{n}(n \geqslant 4 ; n=2$ must be studied seperately) is $\left\langle-I_{3}\right\rangle$ in $\mathrm{O}(3)$ and simply $\left\langle I_{3}\right\rangle$ in $\mathrm{SO}(3)$. But the centralizer of a subgroup is an invariant subgroup of its normalizer and the factor group is isomorphic to a group of automorphisms of the subgroup. Since the $D_{n}$ are finite, all groups of automorphisms of $D_{n}$ are also finite. Then $\operatorname{Nor}_{\mathrm{SO}(3)} D_{n}$ must be finite and equivalent to a member of FSG[SO(3)]. Morever it contains $D_{n}$. If $R_{m} \in \mathrm{Nor}_{\mathrm{SO}_{(3)}}$ $\left\langle R_{n}, D\right\rangle$, the relation $R_{m}^{m-1} D R_{m}=D R_{m}^{2}=D R_{n}^{i}$ must hold for a given $i$. The greatest value of $m$ is then $m=2 n$ and $\operatorname{Nor}_{\left.\mathrm{SO}_{4} 3\right\}}\left\langle R_{n}, D\right\rangle=\left\langle R_{2 n}, D\right\rangle$. Hence $\mathrm{Nor}_{\mathrm{SO}(3)}\left\langle R_{n}, D\right.$, $\left.-I_{3}\right\rangle=\left\langle R_{2 n}, D\right\rangle$. The first three subgroups are not conjugate and they lead to the three twists: $\left\langle R_{n}, D,-I_{4}\right\rangle,\left\langle R_{n}\right.$, $\left.-K_{3,1},-I_{4} D\right\rangle$, and $\left\langle R_{n},-D,-I_{4}\right\rangle$. The sixth and
seventh ones are respectively conjugates of the fourth anc fifth ones by the matrix $R_{2 n}$. Hence $X_{2}=\left\langle R_{n}, D,-I_{3}\right\rangle$ leads to two other subgroups of the type (iii) for $n$ even $\geqslant$ : $\left\langle R_{n} \oplus(-1), D,-K_{3,1}\right\rangle,\left\langle-R_{n}, D,-I_{4}\right\rangle$. The procedure is then finished for this pair $\left(X_{1}, X_{2}\right)$.

Table I gives the list of representatives of $\operatorname{FSG}[\mathrm{O}(3]$, in terms of their generators. Each column represents one type [(i), (ii), or (iii)].

## IV. CONCLUDING REMARKS

The first observation is that the representative list $\operatorname{FSG}[\mathrm{O}(3,1)]$ becomes finite if we restrict the representate list FSG[O(3)] to the crystallographic groups. In fact, wi must omit the icosahedral groups and all the cyclic and dibdral groups with $n \neq 2,3,4$, and 6 . In this case our list wil present the 32 crystallographic groups (first column), 32 i rect products of the 32 crystallographic groups with the group $\left\langle I_{3} \oplus(-1)\right\rangle$ (time inversion) (second column), ad 58 Goursat twists (third column), i.e., 122 crystallograplc groups where the time is allowed to be reversed. These 12 groups are in fact the two-color crystallographic groups r the Shubnikov point groups. This knowledge enables us ) represent the elements of the list $\operatorname{FSG}[O(3,1)]$ by means $f$ the Shubnikov two-color diagrams. ${ }^{3}$

TABLE I: The Representative List FSG[O(3,1)]. The items in curly brackets are present only when $n$ is even.



FIG. 1. Hasse diagram for $\mathrm{O}(p, q) . \mathrm{DO}(p, q), \mathrm{SO}(p, q), \mathrm{O}_{1}(p, q), \mathrm{O}_{2}(p, q)$, and $O(p, q)$ are respectively the identity component or derived group, the group of $(p+q) \times(p+q)$ real matrices with determinant det $=+1$, the group of transformations with the spinor norm ${ }^{5} \mathrm{spn}=+1$, the group with $\operatorname{det} \mathrm{spn}=+1$, and the full pseudo-orthogonal group.

As a second observation, we want to classify the finite subgroups of $\mathrm{O}(3,1)$ with respect to which of the five groups $\mathrm{DO}(3,1), \mathrm{SO}(3,1), \mathrm{O}_{1}(3,1), \mathrm{O}_{2}(3,1), \mathrm{O}(3,1)$ they minimally belong. The commutator group of any generalized orthogonal group coincides with the identity component. The factor group of any generalized Lorentz group over its identity component is a Klein 4 group with the Hasse diagram of the intermediary subgroups (see Fig. 1).

Each subgroup $G$ of $O(p, q)$ generates together with $\mathrm{DO}(p, q)$ one of the five groups diagrammed above. In particular for each member of $\operatorname{FSG}[\mathrm{O}(3,1)]$, we find that:
(i) $G \subset D O(3,1)$,
if $G=H \oplus 1$ where $H \in \operatorname{FSG}[\mathrm{SO}(3)]$,
(ii) $\langle G, \mathrm{DO}(3,1)\rangle=\mathrm{O}_{1}(3,1)$, if $G=H \oplus 1$ where $H \notin \mathrm{FSG}[\mathrm{SO}(3)]$ but $\in \operatorname{FSG}[\mathrm{O}(3)]$,
(iii) $\langle G, \mathrm{DO}(3,1)\rangle=\mathrm{SO}(3,1)$ if not all the generators of $G$ are expressible in the form $X \oplus 1[X \in O(3)]$ but all these are of determinant +1 ,
(iv) $\langle G, \mathrm{DO}(3,1)\rangle=\mathrm{O}_{2}(3,1)$, if not all the generators of $G$ are of the form $X \oplus 1$ but all are either of the form $X \oplus 1$ with $X \in \mathrm{SO}(3)$ or $X \oplus(-1)$ with $X \in-I_{3}$ $\mathrm{SO}(3)$,
(v) $\langle G, \mathrm{DO}(3,1)\rangle=\mathrm{O}(3,1), \quad$ otherwise.

Thirdly, we want to point out that our list $\operatorname{FSG}[O(3,1)]$ can be used to determine subgroups of

$$
\left\langle\mathbf{S L}(2, C),\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right\rangle .
$$

Observe first that the following decomposition of the Lorentz group into the direct product of the subgroup $\mathrm{O}_{1}(3,1)$ and of the center holds

$$
O(3,1)=O_{1}(3,1) \times\left\langle-I_{4}\right\rangle
$$

Moreover, there is a continuous epimorphism (a surjective homomorphism),

$$
\epsilon:\left(\mathbf{S L}(2, C),\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right) \Leftrightarrow \mathrm{O}_{1}(3,1)
$$

of the group formed by the complex matrices of dimension 2 and determinant $\pm 1$ on the subgroup $\mathrm{O}_{1}(3,1)$ of the Lorentz subgroup. The epimorphism $\epsilon$ is a local isomorphism. Its kernel is the center of $\operatorname{SL}(2, C)$ which is generated by $-I_{2}$. The subgroup $\operatorname{SL}(2, C)$ is mapped by $\epsilon$ on the identity component of the Lorentz group. Making use of $\epsilon$, our classification also leads to a classification of the finite subgroup conjugacy classes of the factor group of

$$
\left\langle\mathrm{SL}(2, C),\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right\rangle
$$

over the center $\left\langle-I_{2}\right\rangle$.
Finally, it should be noted that the generating functions and the integrity bases for all the irreducible representations of the elements of FSG[O(3,1)] are already calculated. When the finite subgroup $G$ lies in the first set (i), it is isomorphic to the subgroup $G^{\prime} \in \operatorname{FSG}[O(3)]$ from which it has been obtained. In this case, Patera, Sharp, and Winternitz ${ }^{6}$ have calculated all the generating functions and the integrity bases for all the irreducible representations. When $G$ lies in the second set (ii), the generating functions are obtained from those of $G^{\prime} \in \operatorname{FSG}[\mathrm{O}(3)]\left(G=G^{\prime} \times\left(-I_{4}\right)\right)$ using the relations (34)-(37) of Ref. 6. Then, in the case (iii), $G$ is isomorphic to the group from which it has been obtained by a Goursat twist. Hence, its generating functions and integrity bases are the same as those of this group.
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#### Abstract

This work employs the powerful geometric methods previously developed in order to determine all solutions of the nonlinear system $(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma),\left(\nabla^{2} \gamma\right)^{2}-(1 / 2)(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma$ $+(1 / 4)(N+1)\left[f^{\prime}(\gamma)\right]^{2}-(1 / 2) N f(\gamma) f^{\prime \prime}(\gamma)=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right)$, where $f(\gamma)$ is an arbitrarily assigned function and $N$ is an arbitrary constant. The circumstances are determined under which compatible solutions exist, not only when $\gamma$ is real, but also when $\gamma$ is complex, and all of the corresponding solutions are found. This is done by referring the system of equations to a set of coordinates based on the (real or complex) equipotential surfaces of constant $\gamma$. The relationship between the solutions and the geometry of the equipotential surfaces is examined, and a close association is discovered between the set of allowable equipotential surfaces and the class of surfaces of constant total (Gaussian) curvature. These results are analogous to those in Collins, Math. Proc. Camb. Phil. Soc. 80, 165-87 (1976), where the system under study was associated with equipotentials of constant radii of principal normal curvature. The geometrical method used throughout is remarkable in that it yields a knowledge of all solutions of the given system. It thereby offers the possibility of application to a wide variety of fields in physics where similar systems of equations are encountered.


## 1. INTRODUCTION

In a previous article ${ }^{1}$, a system of nonlinear partial differential equations, viz.,

$$
\begin{equation*}
(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma) \tag{1.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \gamma=g(\gamma) \tag{1.1b}
\end{equation*}
$$

was studied, and an application was later given. ${ }^{2}$ The quantity $\gamma$ was real or complex, the functions $f(\gamma)$ and $g(\gamma)$ were arbitrarily assigned, and the operators $\nabla$ and $\nabla^{2}$ referred to (complexified) three - dimensional Euclidean space. In effect, all possible functions $f(\gamma)$ and $g(\gamma)$ were determined for which the system (1.1) admits a solution, and, in each case, all compatible solutions for $\gamma$ were found. This was done by developing a geometric technique due to Friedlander, ${ }^{3}$ who solved a certain system of nonlinear partial differential equations by considering the geometry of the equipotential surfaces for one of the dependent variables. In the case of system (1.1), where $\gamma$ may be complex, equipotential surfaces may be investigated in complexified three-dimensional Euclidean space. This engenders a richer class of solutions, since the geometry of such surfaces is more diverse than in the real case. This is particularly exemplified in the case where $f(\gamma) \equiv 0$ in Eqs. (1.1). The equipotentials are then "null" surfaces, having the property that any vector normal to the surface at any point is also tangent to the surface at that point. On the other hand, if $f(\gamma) \neq 0$, then the rate of distortion of the normal congruence is described by means of a symmetric shear tensor, which, since it is in general complex, does not necessarily have three distinct eigenvectors ${ }^{1}$. Such diversity is directly reflected in the wider class of solutions that emerges from the system (1.1) in the case where $\gamma$ is complex. In Ref. 1 (cf. Ref. 4), the geometry of complex surfaces in
complexified three-dimensional Euclidean space was developed, and some familiarity with that discussion will now be assumed. For future reference we shall re-state the following theorem.

Theorem 2.5 (Ref. 1): The set $\mathscr{N}$ of all null surfaces consists of the set $\mathscr{P}$ of all null planes, together with a set $\mathscr{F}$ of surfaces described (parametrically) by the equations

$$
\begin{aligned}
& x=i \beta \sin \alpha+\mu(\alpha) \\
& y=i \beta \cos \alpha-\int^{\alpha} \mu_{a}(a) \tan a d a+\alpha_{0}
\end{aligned}
$$

and

$$
z=\beta
$$

where $\mu(\alpha)$ is an arbitrary function, and $\alpha_{0}$ is an arbitrary constant. No member of $\mathscr{S}$ is a null plane. Symbolically,

$$
\mathscr{N}=\mathscr{P} \cup \mathscr{S} \text { with } \mathscr{P} \cap \mathscr{S}=\phi
$$

In the present article, we shall discuss the following system of nonlinear partial differential equations:

$$
\begin{equation*}
(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma) \tag{1.2a}
\end{equation*}
$$

and

$$
\begin{gather*}
\left(\nabla^{2} \gamma\right)^{2}-\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma+\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2} \\
-\frac{1}{2} N f(\gamma) f^{\prime \prime}(\gamma)=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) \tag{1.2b}
\end{gather*}
$$

where $\gamma$ is real or complex, $f(\gamma)$ is an arbitrarily assigned function, and $N$ is an arbitrary constant. This system is superficially much more complicated than the system (1.1). It will be shown, however, that system (1.2) is closely related to system (1.1), and that compatible solutions to Eqs. (1.2) exist only in rather special circumstances. These circumstances are summarized in Table I. An application of the results will be given in a subsequent article.

In the case where the equipotentials of $\gamma$ are not null

TABLE I. A summary of compatible solutions to the system $(\nabla \gamma)^{2}=f(\gamma) ;\left(\nabla^{2} \gamma\right)^{2}-\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma+\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2}-\frac{1}{2} N f(\gamma) f^{\prime}(\gamma)$
$=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right)$. The quantity $r$ is finite and nonzero. The entry $\neq 0 \rightarrow 1$ means that $f(\gamma)$ is not identically zero and that it has been transformed to unity by a change of variable. The quantities $\theta$ and $\sigma$ are respectively the area of expansion and the shear scalar of the normal geodesic congruence of the equipotentials \{ $\gamma=$ constant $\}$.

[ $f(\gamma) \equiv 0$ ], we can assume, without loss of generality, that $f(\gamma)=1$, by a change of dependent variable. Compatible solutions will then exist only if $\nabla^{2} \gamma=0$, or if $\nabla^{2} \gamma \neq 0$, and $N=1$ or 2 . In the real case, the equipotentials of $\gamma$ are planes, nonplanar developables, and spheres, respectively. In the complex case, the equipotentials are complex generalizations of these surfaces, together with a more complicated set of surfaces which is not admitted for real $\gamma$.

If the equipotentials of $\gamma$ are null $[f(\gamma) \equiv 0]$, compatible solutions exist only if either $\nabla^{2} \gamma=0$ or $N=1$ and $\nabla^{2} \gamma \neq 0$. The equipotentials (necessarily complex) are, respectively, null planes and arbitrary elements of the set $\mathscr{S}$ of nonplanar null surfaces. In other words, if $(\nabla \gamma)^{2}=0$, then necessarily $\left(\nabla^{2} \gamma\right)^{2}=-\nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right)$.

The above discussion exhausts all possibilities for the equipotentials of solutions to the system (1.2), and the only
other cases admitted are those for which there are no equipotentials at all, viz., $\gamma$ is identically constant.

The system (1.1) has been investigated, ${ }^{1}$ first in the real case, resulting in Theorem 3.1 of Ref. 1 (which gave the conditions for compatible real solutions, and determined all such solutions), and then in the complex case, resulting in Theorem 4.1 of Ref. 1 (which gave conditions for compatible complex solutions, and determined all such solutions). Finally, it was shown in Theorem 4.2 of Ref. 1 that the equipotential surfaces for (nonconstant) solutions of system (1.1) could be characterized by their constant (possibly infinite) principal radii of curvature. In the present article, we present three analogous theorems for the system (1.2). In Sec. 2, we determine all real solutions, in Sec. 3 all complex solutions are found, and in Sec. 4 we characterize the equipotential surfaces for (nonconstant) solutions of system (1.2) by their
constant (possibly infinite) total (i.e., Gaussian) curvature. In particular, we observe that the system (1.2) is a generalization of system (1.1), in the sense that all solutions of Eqs. (1.1) are also solutions of Eqs. (1.2).

## 2. REAL SOLUTIONS OF THE SYSTEM (1.2)

In this section we examine the system of equations
$(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma)$,
$\left(\nabla^{2} \gamma\right)^{2}-\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma+\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2}$

$$
\begin{equation*}
-\frac{1}{2} N f(\gamma) f^{\prime \prime}(\gamma)=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) \tag{1.2b}
\end{equation*}
$$

determining the functions $f(\gamma)$ and the values of $N$ for which real solutions exist, and determining the solutions themselves in each case. The method used here will be the same as in Ref. 1; this method adapts the technique of Friedlander ${ }^{3}$ to the system under discussion. Our general result is now given.

Theorem 2.1: Real solutions to the system

$$
(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma)
$$

$$
\left(\nabla^{2} \gamma\right)^{2}-\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma+\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2}
$$

$$
-\frac{1}{2} N f(\gamma) f^{\prime \prime}(\gamma)=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right)
$$

(where $N$ is constant) in three-dimensional Euclidean space can exist only when one of the following holds:
(i) $f(\gamma) \equiv 0$; then $\gamma=\gamma_{0}$, where $\gamma_{0}$ is a constant, or
(ii) $f(\gamma) \neq 0, f(\gamma) \geqslant 0$; then $\gamma=\gamma_{0}$ is a solution if and only if $\gamma_{0}$ is a common root of $f(\gamma)$ and $(N+1)\left[f^{\prime}(\gamma)\right]^{2}$ $-2 N f(\gamma) f^{\prime \prime}(\gamma)$, or
(iii) $f(\gamma) \not \equiv 0, f(\gamma) \geqslant 0$, and, if $v$ is any solution of the equation $v^{\prime}=[f(\gamma)]^{-1 / 2}$, where a prime (') denotes differentiation with respect to $\gamma$, then

$$
\begin{equation*}
(\nabla v)^{2} \equiv \nabla v \cdot \nabla v=1 \tag{1.2c}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla^{2} v\right)^{2}=-N \nabla v \cdot \nabla\left(\nabla^{2} v\right) \tag{1.2~d}
\end{equation*}
$$

Three possibilities occur: Either (a) $\nabla^{2} v=0$ and $N$ is an arbitrary constant: The equipotentials are planes, and $v=l x+m y+n z+A$, where $l, m, n$, and $A$ are constants, and $l^{2}+m^{2}+n^{2}=1$; or
(b) $\nabla^{2} v \neq 0$ and $N=1$ : the equipotentials are the nonplanar developable surfaces, and $v$ is given by the $a$ eliminant of

$$
v=l(a) x+m(a) y+n(a) z+A(a)
$$

and

$$
0=l^{\prime}(a) x+m^{\prime}(a) y+n^{\prime}(a) z+A^{\prime}(a)
$$

where $l^{2}(a)+m^{2}(a)+n^{2}(a)=1$, and at most one of $l^{\prime}(a)$, $m^{\prime}(a)$ and $n^{\prime}(a)$ is identically zero: or
(c) $\nabla^{2} v \neq 0$ and $N=2$ : The equipotentials are spheres and $v= \pm R+A$, where $R \equiv\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}\right.$ $\left.+\left(z-z_{1}\right)^{2}\right]^{1 / 2}$ and $x_{1}, y_{1}, z_{1}$, and $A$ constants. The constants $l, m, n, x_{1}, y_{1}, z_{1}, \gamma_{0}$, and $A$ are all real.

Proof: If $f(\gamma) \equiv 0$, then the only real solution is clearly $\gamma=\gamma_{0}$, where $\gamma_{0}$ is an arbitrary constant. In this case, $N$ is arbitrary.

If $f(\gamma) \not \equiv 0$, then $\gamma=\gamma_{0}$ is a solution if and only if $f(\gamma)$ and $(N+1)\left[f^{\prime \prime}(\gamma)\right]^{2}-2 N f(\gamma) f^{\prime \prime}(\gamma)$ possess a common zero
$\gamma_{0}$. For example, $\gamma=0$ is a solution if $f(\gamma)=\gamma^{2}$.
Real solutions with $\gamma$ not identically constant will exist only when $f(\gamma) \not \equiv 0$ and $f(\gamma) \geqslant 0$, and we shall now focus attention on this remaining case. Defining a new variable $v$ by $d v / d \gamma \equiv v^{\prime}=[f(\gamma)]^{-1 / 2}$, it follows that $(\nabla v)^{2}=1$. This means ${ }^{1,3}$ that the equipotential surfaces are orthogonal to a congruence of straight lines ("rays") and that a Gaussian coordinate system ( $\alpha, \beta, v$ ) can be introduced by specifying any point $p$ (sufficiently locally) by means of its normal distance $v$ to an initial surface $v(x, y, z)=0$, and the position $(\alpha, \beta)$ of the point of intersection $q$ of the ray through $p$ with the initial surface. It is most convenient to choose the coordinates $(\alpha, \beta)$ in the initial surface by using orthogonal curvature line parameters, making the coordinate system ( $\alpha, \beta, v$ ) orthogonal. Using Rodrigues' formulas

$$
\begin{equation*}
\mathbf{a}_{a}=-r \mathbf{n}_{a} \text { and } \mathbf{a}_{\beta}=-s \mathbf{n}_{\beta}, \tag{2.1}
\end{equation*}
$$

the metric becomes

$$
\begin{equation*}
d \mathbf{x}^{2}=H^{2} d \alpha^{2}+K^{2} d \beta^{2}+d v^{2} \tag{2.2}
\end{equation*}
$$

where $\mathbf{a}(\alpha, \beta)$ is a vector drawn from the origin to the point $q$ on the initial surface, $\boldsymbol{n}$ is a unit normal to the initial surface at $q, r=r(\alpha, \beta)$ and $s=s(\alpha, \beta)$ denote the principal radii of curvature (which are nonzero, but may be infinite) of the initial surface, $H \equiv\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2}(1-v / r), K \equiv\left(\mathbf{a}_{\beta} \cdot \mathbf{a}_{\beta}\right)^{1 / 2}$ $\times(1-v / s)$, and suffices denote partial derivatives. Further details are given in Ref. 1. In this coordinate system, Eq. (1.2a), or equivalently Eq. (1.2c), is seen to follow automatically. The equations

$$
\nabla^{2} v=\frac{1}{H K} \frac{\partial}{\partial v}(H K)=\frac{1}{v-r}+\frac{1}{v-s}
$$

and

$$
\begin{aligned}
\nabla v \cdot \nabla\left(\nabla^{2} v\right) & =\frac{\partial}{\partial v}\left(\frac{1}{H K} \frac{\partial}{\partial v}(H K)\right) \\
& =-\frac{1}{(v-r)^{2}}-\frac{1}{(v-s)^{2}}
\end{aligned}
$$

show that Eq. (1.2b), or equivalently Eq. (1.2d), becomes

$$
\begin{align*}
\left(\nabla^{2} v\right)^{2} & =-N \nabla v \cdot \nabla\left(\nabla^{2} v\right) \Longleftrightarrow\left(\frac{1}{v-r}+\frac{1}{v-s}\right)^{2} \\
& =N\left(\frac{1}{(v-r)^{2}}+\frac{1}{(v-s)^{2}}\right) \tag{2.3}
\end{align*}
$$

Three possibilities now arise. One [case (a)] is that both $r$ and $s$ are finite, and then $r=s, N=2$, and $\nabla^{2} v \neq 0$. A second possibility [case (b)] is that exactly one of $r$ and $s$ is infinite (without loss of generality, $s=\infty$ ), and then $N=1$ and $\nabla^{2} v \neq 0$. Finally [case (c)], both $r$ and $s$ can be infinite, in which case Eq. (2.3) represents no restriction on $N$, and Eq. (1.2b) is identically satisfied, since $\nabla^{2} v=0$. We shall consider these three cases separately.

Case (a): $r=s=\infty, N$ is an arbitrary constant: Here $\nabla^{2} \boldsymbol{v}=0$ and our system is identical to that treated in Case (3.7a) of Ref. 1. The equipotentials are therefore planes, and the general solution is $v=l x+m y+n z+A$, where $l^{2}+m^{2}+n^{2}=1$, and $l, m, n$, and $A$ are (real) constants.

Case (b): $s=\infty, r$ finite, $N=1, \nabla^{2} v=0$ : By Eq. (2.1) we have $\mathbf{a}_{\alpha}=-\boldsymbol{m}_{\alpha}$ and $\mathbf{n}_{\beta}=0$. Thus, $\mathbf{n}_{\alpha \beta}=0$, which implies $\mathbf{a}_{\alpha \beta}=\left(r_{\beta} / r\right) \mathbf{a}_{\alpha}$, and so $\mathbf{a}_{\beta} \cdot \mathbf{a}_{\alpha \beta}=0$. It follows that
$K=\left(\mathbf{a}_{\beta} \cdot \mathbf{a}_{\beta}\right)^{1 / 2}$ depends on $\beta$ only, and so by redefining $\beta$ we can arrange for $K \equiv 1$. Then $\mathbf{a}_{\beta \beta} \cdot \mathbf{n}=\left(\mathbf{a}_{\beta} \cdot \mathbf{n}\right)_{\beta}-\mathbf{a}_{\beta} \cdot \mathbf{n}_{\beta}=0$, $\mathbf{a}_{\beta \beta} \cdot \mathbf{a}_{\alpha}=\left(\mathbf{a}_{\beta} \cdot \mathbf{a}_{\alpha}\right)_{\beta}-\mathbf{a}_{\beta} \cdot \mathbf{a}_{\alpha \beta}=0$, and $\mathbf{a}_{\beta \beta} \cdot \mathbf{a}_{\beta}=\frac{1}{2}\left(\mathbf{a}_{\beta} \cdot \mathbf{a}_{\beta}\right)_{\beta}$ $=0$, i.e., $\mathbf{a}_{\beta \beta}=\mathbf{0}$. A fortiori, $\mathbf{a}_{\beta \beta \alpha}=\mathbf{a}_{\alpha \beta \beta}=\mathbf{0}$, and so $r_{\beta \beta} \mathbf{n}_{\alpha}$ $=0$. Now $n_{\alpha} \neq 0$, for otherwise, as shown in the proof of Theorem (3.1) of Ref. 1, $\mathbf{n}_{\alpha}=\mathbf{n}_{\beta}=\mathbf{0}$ implies that the equipotentials are planes and $r=\infty$, a contradiction. Consequently, $r_{B \beta}=0$. Moreover, $(\partial / \partial \beta)\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2}$ $=\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{-1 / 2}\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha \beta}\right)=\left(r_{\beta} / r\right)\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2}$, and so

$$
\begin{aligned}
H_{\beta} & =\frac{r_{\beta}}{r}\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2}\left(1-\frac{v}{r}\right)+\frac{v r_{\beta}}{r^{2}}\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2} \\
& =\frac{r_{\beta}}{r}\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2}
\end{aligned}
$$

which implies

$$
\begin{aligned}
H_{\beta \beta}= & \left(r_{\beta \beta} / r\right)\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2}-\left(r_{\beta}^{2} / r^{2}\right)\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2} \\
& +\left(r_{3}^{2} / r^{2}\right)\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)^{1 / 2}=0 .
\end{aligned}
$$

This is the necessary and sufficient condition that the surfaces $\{v=$ constant $\}$, in the metric induced by Eq. (2.2), should be flat, i.e., of zero total curvature. Thus, the equipotentials are "developable surfaces" and so $v(x, y, z)$ satisfy

Furthermore, since $(\nabla v)^{2}=1$, it follows that

$$
\left|\begin{array}{l}
v_{x} v_{x x}+v_{y} v_{x y}+v_{z} v_{x z}=0,  \tag{2.5}\\
v_{x} v_{x y}+v_{y} v_{y y}+v_{z} v_{y z}=0, \\
v_{x} v_{x z}+v_{y} v_{y z}+v_{z} v_{z z}=0
\end{array}\right|
$$

Using Eqs. (2.5), elementary row operations performed on the determinant in Eq. (2.4) show that

$$
\begin{align*}
\left|\begin{array}{lll}
v_{x y} & v_{y y} & v_{y z} \\
v_{x z} & v_{y z} & v_{z z} \\
v_{x} & v_{y} & v_{z}
\end{array}\right| & =\left|\begin{array}{lll}
v_{x x} & v_{x y} & v_{x z} \\
v_{x z} & v_{y z} & v_{z z} \\
v_{x} & v_{y} & v_{z} \\
v_{x x} & v_{x y} & v_{x z} \\
v_{x y} & v_{y y} & v_{y z} \\
v_{x} & v_{y} & v_{z}
\end{array}\right|=0 \tag{2.6}
\end{align*}
$$

Using Eqs. (2.5), elementary column operations performed on the determinants in Eq. (2.6) show that

$$
\begin{align*}
\left|\begin{array}{ll}
v_{y y} & v_{y z} \\
v_{y z} & v_{z z}
\end{array}\right| & =\left|\begin{array}{ll}
v_{x y} & v_{y z} \\
v_{x z} & v_{z z}
\end{array}\right|=\left|\begin{array}{ll}
v_{x y} & v_{y y} \\
v_{x z} & v_{y z}
\end{array}\right|=\left|\begin{array}{ll}
v_{x x} & v_{x z} \\
v_{x z} & v_{z z}
\end{array}\right| \\
& =\left|\begin{array}{ll}
v_{x x} & v_{x y} \\
v_{x z} & v_{y z}
\end{array}\right|=\left|\begin{array}{ll}
v_{x x} & v_{x y} \\
v_{x y} & v_{y y}
\end{array}\right|=0 \tag{2.7}
\end{align*}
$$

The interpretation of Eq. (2.7) in terms of Jacobians shows that $v_{x}, v_{y}$, and $v_{z}$ are functionally dependent in pairs. In general ( $\nabla v_{x} \neq 0$ ), this gives two simultaneous differential equations:

$$
\begin{align*}
& v_{y}=f\left(v_{x}\right),  \tag{2.8a}\\
& v_{z}=g\left(v_{x}\right) \tag{2.8b}
\end{align*}
$$

where the functions $f$ and $g$ satisfy $(\nabla v)^{2}=v_{x}^{2}+f^{2}\left(v_{x}\right)$
$+g^{2}\left(v_{x}\right)=1$. In the special case where $\nabla v_{x}=0$, then

$$
\begin{equation*}
(\nabla v)^{2}=v_{y}^{2}+v_{z}^{2}=1-v_{x}^{2} \tag{2.8c}
\end{equation*}
$$

(there is no special subcase where two of $\nabla v_{x}, \nabla v_{y}$, and $\nabla v_{z}$ vanish, since then $v_{x}, \nu_{y}$, and $\nu_{z}$ would then all be constants, and the equipotentials would be planes, for which $r=\infty$ ).

Equations (2.8) are most readily solved by considering the general case [Eqs. (2.8a) and (2.8b)] and special case (2.8c) separately, employing Jacobi's method ${ }^{5}$ in each case. The complete integral is

$$
\begin{equation*}
v=l x+m y+n z+A \tag{2.9}
\end{equation*}
$$

where $l, m, n$, and $A$ are constants and $l^{2}+m^{2}+n^{2}=1$.
However, such a solution corresponds to planar equipotentials, where $r=\infty$ and so is inadmissible. Singular solutions do not exist, since $\partial v / \partial A=1$, and so cannot be equated to zero. The general solution is found by regarding $l, m, n$, and $A$ in Eq. (2.9) not as constants, but as functions of some parameter $a$, viz.,

$$
\begin{equation*}
v=l(a) x+m(a) y+n(a) z+A(a), \tag{2.10a}
\end{equation*}
$$

and then eliminating $a$ between Eq. (2.10a) and

$$
\begin{equation*}
0=l^{\prime}(a) x+m^{\prime}(a) y+n^{\prime}(a) z+A^{\prime}(a) \tag{2.10b}
\end{equation*}
$$

If two of $l^{\prime}, m^{\prime}$, and $n^{\prime}$ are identically zero, then so also is the third, and then $A(a)$ is constant, and $r=\infty$, a contradiction. Hence, at most one of $l^{\prime}, m^{\prime}$, and $n^{\prime}$ is identically zero.

Case (c): $r=s$ (finite), $N=2, \nabla^{2} v \neq 0$ : We shall first show that $r$ is constant. By Rodrigues' formula (2.1), we find that $\mathbf{a}_{\alpha \beta}=\mathbf{a}_{\beta \alpha}$ requires $r_{\beta} \mathbf{a}_{\alpha}=r_{\alpha} \mathbf{a}_{\beta}$. Since $\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\beta}=0$, it follows that $r_{\alpha}=r_{\beta}=0$. Hence, $\nabla^{2} v=2 /(v-r)$, with $r$ constant. The problem is now identical to Case (3.7c) of Ref. 1. The equipotentials are spheres, and the general solution is $v=r \pm\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{1 / 2}$, where $x_{1}$, $y_{1}$, and $z_{1}$ are constants.

Corollary: Any real nontrivial solution of the system

$$
\begin{align*}
& (\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma==f(\gamma)  \tag{1.1a}\\
& \nabla^{2} \gamma=g(\gamma) \tag{1.1b}
\end{align*}
$$

is also a solution of the system

$$
\begin{align*}
& (\nabla \gamma)^{2} \equiv \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma)  \tag{1.2a}\\
& \left(\nabla^{2} \gamma\right)^{2}-\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma+\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2} \\
& \quad-\frac{1}{2} N f(\gamma) f^{\prime \prime}(\gamma)=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) \tag{1.2b}
\end{align*}
$$

Proof: The proof follows immediately, using previous results ${ }^{1}$ in conjunction with the proof of Theorem 2.1.

Remark: A particular example of a solution in case (b) is provided by the case where $l(a)=a, m(a)$ $=\left(1-a^{2}-k^{2}\right)^{1 / 2}, n(a)=k$, and $A(a)=0$, where $k$ is a constant satisfying $-1<k<1$. The $a$ eliminant of Eqs. (2.10a) and (2.10b) is then simply

$$
v= \pm \sqrt{\left(1-k^{2}\right)\left(x^{2}+y^{2}\right)}+k z
$$

If $k=0$, the equipotentials are concentric right-circular cylinders whose axis is the 2 axis. If $k \neq 0$, the equipotentials are parallel right-circular cones whose common axis is the $z$ axis.

The equipotentials in cases (a) and (c) are identical with those of Cases (3.7a) and (3.7b) of Ref. 1 for the system (i.1). However, the set of equipotentials in case (b) (i.e., the set of
developable surfaces) is much larger than the set in Case (3.7b) of Ref. 1 (i.e., the set of cylinders). By an appropriate specialization of Eqs. (2.10a) and (2.10b), and bearing in mind the Corollary, it is possible to recover Case (3.7b) of Ref. 1, since the necessary and sufficient condition for the equipotentials to be concentric cylinders is that, in Eqs. (2.10a) and (2.10b), $A(a)$ is constant and $l \times l^{\prime} \equiv /\left|I^{\prime}\right|$ is a constant unit vector, where $l \equiv(l, m, n)$ and $\mathrm{I}^{\prime} \equiv d \mathrm{l} / d a$. This follows because, if the equipotentials are concentric cylinders, we can, without loss of generality, take the common axis to be the $z$ axis. Then $v= \pm\left(x^{2}+y^{2}\right)^{1 / 2}+B$, where $B$ is a constant. Now from Eqs. (2.10a) and (2.10b), $\nabla v=(l, m, 0)=(x, y, 0) /\left(x^{2}+y^{2}\right)^{1 / 2}$. Since $l \cdot l=1, \mid \cdot l^{\prime}=0$, where $\mathrm{l}^{\prime} \neq 0$, and so $\mathrm{l}^{\prime} \propto(y,-x, 0)$ and $\left(1 \times \mathrm{l}^{\prime}\right) /\left|\mathrm{I}^{\prime}\right|$ $= \pm(0,0,1)$. Moreover, $v=l x+m y+B \Rightarrow A(a)=B$ is constant. Conversely, if $A(a)$ is constant and $\left(l \times l^{\prime}\right) /\left[1^{\prime} \mid\right.$ is a constant unit vector [without loss of generality $(0,0,1)$ ], then $m n^{\prime}-n m^{\prime}=l n^{\prime}-n l^{\prime}=0$ and $l m^{\prime}-l^{\prime} m=\left|l^{\prime}\right|$. If $n \neq 0$, then $\mathrm{I}=S(a) \mathrm{I}_{1}$, where $\mathrm{I}_{\mathrm{t}}$ is a constant vector, and $l m^{\prime}-l^{\prime} m=0$, a contradiction. Then $n \equiv 0$, and, since $n^{\prime} \equiv 0$, $l^{\prime} m \neq 0$. Writing $a=a(l)$ in Eqs. (2.10a) and (2.10b), we obtain two equations from which we can determine the $l$ eliminant, namely, $v= \pm\left(x^{2}+y^{2}\right)^{1 / 2}+B$, where $B$ is a constant, and the equipotentials are concentric cylinders.

## 3. COMPLEX SOLUTIONS OF THE SYSTEM (1.2)

In this section we extend our results to the case of complex solutions of the system (1.2). The main result is now given.

Theorem 3.1: Complex solutions to the system

$$
\begin{align*}
& (\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma),  \tag{1.2a}\\
& \left(\nabla^{2} \gamma\right)^{2}-\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma+\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2} \\
& \quad-\frac{1}{2} N f(\gamma) f^{\prime \prime}(\gamma)=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right), \tag{1.2b}
\end{align*}
$$

(where $N$ is constant) in complexified three-dimensional Euclidean space can exist only when one of the following holds: (i) $f(\gamma) \equiv 0$ : Three possibilities arise: either (a) $\gamma \equiv \gamma_{0}$, where $\gamma_{0}$ is constant; or (b) $\gamma$ satisfies an equation of form $\psi(\gamma)=l(\gamma) x+m(\gamma) y+n(\gamma) z$, where $\psi(\gamma), l(\gamma), m(\gamma)$, and $n(\gamma)$ are arbitrary, except that $l^{2}+m^{2}+n^{2} \equiv 0$ and not all of $l, m, n$ are zero; the equipotentials are null planes; $\nabla^{2} \gamma=0$ and $N$ is an arbitrary constant; or (c) $\gamma$ is given by eliminating $\alpha$ and $\beta$ from the equations

$$
\begin{aligned}
& x=i \beta \sin \alpha+\mu(\alpha, \gamma) \\
& y=i \beta \cos \alpha-\int^{\alpha} \mu_{\alpha}(a, \gamma) \tan a d a+\alpha_{0}(\gamma)
\end{aligned}
$$

and

$$
z=\beta
$$

where $\mu(\alpha, \gamma)$ and $a_{0}(\gamma)$ are arbitrary functions. The equipotentials are members of the set $\mathscr{S}$ of nonplanar null surfaces (see ${ }^{1}$ Theorem 2.5); $\nabla^{2} \gamma \neq 0$ and $N=1$; or
(ii) $f(\gamma) \not \equiv 0$ : Then $\gamma=\gamma_{0}$ is a solution if and only if $\gamma_{0}$ is a common root of $f(\gamma)$ and $(N+1)\left[f^{\prime}(\gamma)\right]^{2}-2 N f(\gamma) f^{\prime \prime}(\gamma)$; or (iii) $f(\gamma) \neq 0$, and if $v$ is any solution of the equation $v^{\prime}=[f(\gamma)]^{-1 / 2}$, where a prime (') denotes differentiation
with respect to $\gamma$, then

$$
\begin{equation*}
(\nabla v)^{2} \equiv \nabla v \cdot \nabla v=1 \tag{1.2c}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla^{2} v\right)^{2}=-N \nabla v \cdot \nabla\left(\nabla^{2} v\right) \tag{1.2d}
\end{equation*}
$$

Five possibilities occur: either (a) $\nabla^{2} v=0$ and $N$ is an arbitrary constant: The equipotentials are planes, and $v=l x+m y+n z+A$, where $l, m, n$, and $A$ are constants, and $l^{2}+m^{2}+n^{2}=1$; or (b) $\nabla^{2} v \neq 0$ and $N=1$ : The equipotentials are the nonplanar developable surfaces, and $v$ is given by the $a$ eliminant of

$$
v=l(a) x+m(a) y+n(a) z+A(a)
$$

and

$$
0=l^{\prime}(a) x+m^{\prime}(a) y+n^{\prime}(a) z+A^{\prime}(a)
$$

where $l^{2}(a)+m^{2}(a)+n^{2}(a)=1$, and at most one of $l^{\prime}(a)$, $m^{\prime}(a)$, and $n^{\prime}(a)$ is identically zero: or (c) $\nabla^{2} v \neq 0$ and $N=2$ : The equipotentials are spheres and $v= \pm R+A$, where $R \equiv\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{1 / 2}$, and $x_{1}, y_{1}, z_{1}$, and $A$ are constants: or (d) $\nabla^{2} v=0$ and $N$ is an arbitrary constant: Now $v=\mu_{1} x+\mu_{2} y+\mu_{3} z$
$+\psi\left(\lambda_{1} x+\lambda_{2} y+\lambda_{3} z\right)$, where $\psi$ is an arbitrary function satisfying $\psi^{\prime \prime} \equiv 0$, and $\mu_{1}, \mu_{2}, \mu_{3}, \lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ are arbitrary constants satisfying $\mu_{1}^{2}+\mu_{2}^{2}+\mu_{3}^{2}=1$,
$\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}=0$, and $\mu_{1} \lambda_{1}+\mu_{2} \lambda_{2}+\mu_{3} \lambda_{3}=0$, and not all of $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ are zero: or (e) $\nabla^{2} \gamma \neq 0$ and $N=2$. Now $v=r(\beta) \pm(\partial F / \partial \beta)$, where $F$ and $\beta$ are given by
$F(\beta, x, y, z) \equiv \phi(\beta)+\frac{1}{2}\left[\left(1-\beta^{2}\right) x+i\left(1+\beta^{2}\right) y-2 \beta z\right]=0$,
and the functions $r(\beta)$ and $\phi(\beta)$ are arbitrary, except that $r^{\prime}(\beta)$ and $\phi^{\prime \prime \prime}(\beta)$ are not simultaneously identically zero [i.e., either $r^{\prime}(\beta) \neq 0$, or $\phi^{\prime \prime \prime}(\beta) \not \equiv 0$, or both].

Proof: As in the proof of Theorem 2.1, it is clear that $\gamma$ is identically (complex) constant $\gamma \equiv \gamma_{0}$ if and only if $f\left(\gamma_{0}\right)=(N+1)\left[f^{\prime}\left(\gamma_{0}\right)\right]^{2}-2 N f\left(\gamma_{0}\right) f^{\prime \prime}\left(\gamma_{0}\right)=0$, i.e., $\gamma_{0}$ is a common zero of $f(\gamma)$ and $(N+1)\left[f^{\prime}(\gamma)\right]^{2}-2 N f(\gamma) f^{\prime \prime}(\gamma)$. This proves case (ii) and case (ia).

If $\gamma$ is not identically constant, we observe from Eq. (1.2a) that the equipotential surfaces for $\gamma$ have null normals if and only if $f(\gamma)=0$, and hence if the normal to an equipotential is null at one point, it is null everywhere. Consequently, either $f(\gamma) \equiv 0$ [cases (ib) and (ic)], or there are equipotential surfaces whose normals at each point are not null [case (iii)].

Suppose that the normals to all (sufficiently local) equipotential surfaces are null. By Theorem 2.5 of Ref. 1 (see Sec. 1), the equipotentials are either null planes or they lie in the set $\mathscr{S}$, and can be described by the equations

$$
\begin{align*}
& x=i \beta \sin \alpha+\mu(\alpha, \gamma) \\
& y=i \beta \cos \alpha-\int^{\alpha} \mu_{a}(a, \gamma) \tan a d a+\alpha_{0}(\gamma) \\
& z=\beta \tag{3.1}
\end{align*}
$$

If the equipotentials are null planes, we must have $\psi(\gamma)=l(\gamma) x+m(\gamma) y+n(\gamma) z$ for some function $\psi(\gamma)$, and for functions $l(\gamma), m(\gamma)$ and $n(\gamma)$ satisfying $l^{2}(\gamma)+m^{2}(\gamma)$ $+n^{2}(\gamma)=0$. One can readily check that $(\nabla \gamma)^{2}=\nabla^{2} \gamma=0$
for arbitrary $\psi(\gamma)$. In this case Eq. (1.2b) is satisfied for arbitrary constant $N$. If, on the other hand, the null equipotentials are not planes, then, in the coordinates of Eqs. (3.1), the metric is of the form ${ }^{1}$

$$
d s^{2}=A D \alpha^{2}+2 B d \alpha d \gamma+2 C d \beta d \gamma+D d \gamma^{2}
$$

where $A \equiv\left(i \beta+\mu_{\alpha} \sec \alpha\right)^{2}$ and $C=C(\alpha, \gamma) \equiv 0$. It is easily seen that this form guarantees that $(\nabla \gamma)^{2}=0$. Moreover,

$$
\nabla^{2} \gamma=\frac{1}{2 C}(\ln A)_{\beta}=\left[C\left(\beta-i \mu_{\alpha} \sec \alpha\right)\right]^{-1}
$$

and so

$$
\begin{aligned}
\nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) & =\frac{1}{C}\left(\nabla^{2} \gamma\right)_{\beta} \\
& =-\left[C\left(\beta-i \mu_{\alpha} \sec \alpha\right)\right]^{-2}=-\left(\nabla^{2} \gamma\right)^{2}
\end{aligned}
$$

Consequently, Eq. (1.2b) is satisfied if and only if $N=1$.
Note that there are no restrictions on the set of null surfaces in $\mathscr{S}$. This completes case (i).

It means to investigate case (iii). It is clear that whenever the shear tensor of the normal congruence possesses three linearly independent nonnull eigenvectors, we can directly generalize the arguments of the proof of Theorem 2.1, which concerned the real case. The only change that must be made is that the constants $l, m, n, x_{1}, y_{1}, z_{1}$, and $A$ may now be complex. This completes cases (iiia-c).

In the case where the shear tensor possesses only one nonnull eigenvector, there exists a single null eigenvector $\mathbf{a}_{\alpha}$ which is orthogonal to $n$, and only one curvature line parameter ${ }^{1} \alpha$. Since the equipotential surfaces are not null, it follows ${ }^{1}$ that there are two families of null curves in any surface. One of these families is the set of integral curves of $\mathbf{a}_{\alpha}$. Let $\beta$ be a parameter for the second family, i.e., the second family is the set of integral curves of $\mathbf{a}_{\beta}$, and $\mathbf{a}_{\beta} \cdot \mathbf{a}_{\alpha} \neq 0$. We obtain the following generalizations of Rodrigues' formula (2.1):

$$
\begin{equation*}
\mathbf{n}_{\alpha}=-\frac{1}{r} \mathbf{a}_{\alpha} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{n}_{\beta}=-\frac{1}{s} \mathbf{a}_{\alpha}-\frac{1}{r} \mathbf{a}_{\beta}, \tag{3.3}
\end{equation*}
$$

where $s=s(\alpha, \beta) \neq 0$ is finite, and $r=r(\alpha, \beta) \neq 0$ is either finite or infinite ${ }^{1}$. Furthermore, the metric can be put in the form

$$
\begin{align*}
d s^{2}= & 2\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\beta}\right)\left(1-\frac{v}{r}\right)^{2} d \alpha d \beta \\
& -\frac{2 v}{s}\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\beta}\right)\left(1-\frac{v}{r}\right) d \beta^{2}+d v^{2}, \tag{3.4}
\end{align*}
$$

from which it follows that $(\nabla v)^{2}=1$ and $\nabla^{2} v$ $=2 /(v-r)$ (cf. Ref. 1). Thus, $\nabla v \cdot \nabla\left(\nabla^{2} v\right)=$ $-2 /(v-r)^{2}$, and Eq. (1.2c) and (1.2d) are satisfied.

We consider first the case (iiid) when $r=\infty$. Then $(\nabla v)^{2}=1$ and $\nabla^{2} v=0$, the solution to which ${ }^{1}$ is

$$
v=\mathbf{x} \cdot \mu+\psi(\mathbf{x} \cdot \lambda),
$$

where $\mu$ and $\lambda$ are arbitrary constant vectors satisfying $\mu^{2}$ $=1, \lambda^{2}=0, \lambda \cdot \mu=0, \lambda \equiv 0$, and $\psi$ is an arbitrary function satisfying $\psi^{\prime \prime} \equiv 0$ [the case $\psi^{\prime \prime} \equiv 0$ reduces this solution to that
of case (iiia) above]. The constant $N$ is arbitrary. This completes case (iiid).

There now remains only case (iiie), for which $(\nabla v)^{2}=1$, $\nabla^{2} v=2 /(v-r)$, and $r=r(\alpha, \beta)$ is finite and nonzero. In this case, $N=2$, as follows from Eqs. (1.2d) and (3.4). Moreover, $r=r(\beta)$, as we now show. We have that $\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha \alpha}$ $=\frac{1}{2}\left(\mathbf{a}_{\alpha} \cdot \mathbf{a}_{\alpha}\right)_{\alpha}=0$, and so, from Eqs. (3.2) and (3.3),
$\mathbf{n}_{\alpha \beta}=\mathbf{n}_{\beta \alpha} \Longleftrightarrow \frac{1}{s} \mathbf{a}_{\alpha \alpha}+\left(\frac{r_{\beta}}{r^{2}}-\frac{s_{\alpha}}{s^{2}}\right) \mathbf{a}_{\alpha}-\frac{r}{r^{2}} \mathbf{a}_{\beta}=\mathbf{0}$.
The component of this along $a_{\alpha}$ yields $r_{\alpha}=0$; hence, $r=r(\beta)$. The method of solution to case (iiic) in Ref. 1 applies here, to the point where it is obtained that

$$
\begin{equation*}
v=r \pm F_{\beta} \tag{3.5}
\end{equation*}
$$

where
$F(\beta, x, y, z)$

$$
\begin{equation*}
\equiv \phi(\beta)+\frac{1}{2}\left(1-\beta^{2}\right) x+\frac{1}{2} i\left(1+\beta^{2}\right) y-\beta z=0, \tag{3.6}
\end{equation*}
$$

the function $\phi(\beta)$ being completely arbitrary, and a $\beta$ suffix denoting partial differentiation with respect to $\beta$, holding $x$, $y$, and $z$ constant. A direct calculation as in Ref. 1 shows that $v$, given by Eq. (3.5), satisfies $(\nabla v)^{2}=1$ and $\nabla^{2} v$
$=2 /(v-r)$, with $r=r(\beta)$ arbitrary. However, we must still check the validity of Eq. (3.2) and (3.3). Consider the initial surface $v=0$ :

$$
r(\beta) \pm\left[\phi^{\prime}(\beta)-\beta x+i \beta y-z\right]=0
$$

The unit normal to this surface is

$$
\begin{aligned}
\mathbf{n} & =\nabla v \\
& =\nabla r \pm \nabla F_{\beta} \\
& =\left(r_{\beta} \pm F_{\beta \beta}\right) \nabla \beta \pm(-\beta, i \beta,-1) \\
& =-\frac{1}{r} \mathbf{G}(\beta)-\frac{\mathbf{a}}{r}
\end{aligned}
$$

where

$$
\begin{aligned}
\mathbf{G}(\beta) \equiv & \pm r_{\beta}\left[-\frac{1}{2}\left(1-\beta^{2}\right),-\frac{1}{2}\left(1+\beta^{2}\right), \beta\right] \\
& -\left\{\frac{1}{2} \phi^{\prime \prime}\left(1-\beta^{2}\right)+\beta \phi^{\prime}-\phi,\right. \\
& \left.i\left[\frac{1}{2} \phi^{\prime \prime}\left(1+\beta^{2}\right)-\beta \phi^{\prime}+\phi\right],-\beta \phi^{\prime \prime}+\phi^{\prime}\right\} .
\end{aligned}
$$

Thus equation (3.2) is valid, and Eq. (3.3) holds if and only if $-(1 / s) \mathbf{a}_{\alpha}=-(1 / r) \mathbf{G}^{\prime}(\beta)-\left(r_{\beta} / r\right) \mathbf{n}$. A direct calculation shows that this is equivalent to the requirement
$-\frac{1}{s} \mathfrak{a}_{\alpha}=\frac{1}{r}\left\{ \pm\left(r_{\beta \beta} F_{\beta}+r_{\beta} F_{\beta \beta}\right)+\phi^{\prime \prime \prime} F_{\beta}+r_{\beta}^{2}\right\} \nabla \beta$.
Since we require $(1 / s) \neq 0$ in Eq. (3.3), it follows that $r(\beta)$ and $\phi(\beta)$ are restricted so that

$$
\pm\left(r_{\beta \beta} F_{\beta}+r_{\beta} F_{\beta \beta}\right)+\phi^{\prime \prime \prime} F_{\beta}+r_{\beta}^{2} \neq 0
$$

We shall show that this condition is violated if and only if both $r_{\beta}=0$ and $\phi^{\prime \prime \prime}=0$. For suppose that

$$
\pm\left(r_{\beta \beta} F_{\beta}+r_{\beta} F_{\beta \beta}\right)+\phi^{\prime \prime \prime} F_{\beta}+r_{\beta}^{2}=0
$$

Then,

$$
\begin{align*}
P(\beta, x, y, z) \equiv & {\left[\left( \pm r_{\beta \beta}+\phi^{\prime \prime \prime}\right) \phi^{\prime}+r_{\beta}^{2} \pm r_{\beta} \phi^{\prime \prime}\right] } \\
& -\left[ \pm\left(\beta r_{\beta \beta}+r_{\beta}\right)+\beta \phi^{\prime \prime \prime}\right] x \\
& +\left[ \pm\left(\beta r_{\beta \beta}+r_{\beta}\right)+\beta \phi^{\prime \prime \prime}\right] i y \\
& +\left[\mp r_{\beta B}-\phi^{\prime \prime \prime}\right] z=0 \tag{3.7}
\end{align*}
$$

If $P_{\beta}=0$, it follows immediately that $r_{\beta}=\phi^{\prime \prime \prime}=0$. If $P_{\beta} \neq 0$, the fact that $(\nabla \beta)^{2}=0$ implies $P_{x}^{2}+P_{y}^{2}+P_{z}^{2}=0$ (where suffices denote differentiation holding $\beta$ constant), i.e., that $r_{\beta \beta} \pm \phi^{\prime \prime \prime}=0$, and so $r_{\beta} \pm \phi^{\prime \prime}$ is constant. Now Eq. (3.7) becomes

$$
\begin{equation*}
P(\beta, x, y, z) \equiv r_{\beta}\left[\left(r_{\beta} \pm \phi^{\prime \prime}\right) \mp(x-i y)\right]=0 . \tag{3.8}
\end{equation*}
$$

If $r_{\beta} \neq 0$ in Eq. (3.8), then $r_{\beta} \pm \phi^{\prime \prime}= \pm(x-i y)$, and the fact that $r_{\beta} \pm \phi^{\prime \prime}$ is constant yields a contradiction. Consequently, $r_{\beta}=0$, and then $\phi^{\prime \prime \prime}=0$. Thus, the only possible case where our solution (3.5) and (3.6) fails is when $r_{\beta}=0$ and $\phi^{\prime \prime \prime}=0$. This exceptional case, where $r$ is constant and where the function $\phi$ is of the form $\phi(\beta)=a \beta^{2}+b \beta+c$ for constants $a, b$, and $c$, was discussed in Ref. 1. Application of the prescription (3.5) and (3.6) in this particular case yields $v=r \pm\left\{[x-(a-c)]^{2}+[y-i(a+c)]^{2}+(z-b)^{2}\right\}^{1 / 2}$, showing that this case reduces to that of case (iiic) above. We observe ${ }^{1}$ that the particular (quadratic) form of the function $\phi$ is generated from the function $\phi(\beta) \equiv 0$ in Eq. (3.6) by a translation of the origin

$$
x \rightarrow x-(a-c), \quad y \rightarrow y-i(a+c), \quad z \rightarrow z-b .
$$

This completes case (iiie), and the proof of the theorem.

Corollary 1: Any complex nontrivial solution of the system

$$
\begin{align*}
& (\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma),  \tag{1.1a}\\
& \nabla^{2} \gamma=g(\gamma) \tag{1.1b}
\end{align*}
$$

is also a solution of the system

$$
\begin{equation*}
(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma) \tag{1.2a}
\end{equation*}
$$

$$
\begin{align*}
& \left(\nabla^{2} \gamma\right)^{2}-\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma \\
& \quad+\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2}-\frac{1}{2} N f(\gamma) f^{\prime \prime}(\gamma) \\
& \quad=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) \tag{1.2b}
\end{align*}
$$

Proof: The proof follows immediately, using previous results ${ }^{1}$ in conjuction with the proof of Theorem 3.1.

Corollary 2:
$(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=0 \Rightarrow\left(\nabla^{2} \gamma\right)^{2}=-\nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right)$.
Proof: If $\gamma$ is identically constant, the result is immediate. If $\gamma$ is not constant, the result follows from the proof of Theorem 3.1.

Remark: Case (iiia) can be considered as the special case of (iiid) in which $\psi^{\prime \prime} \equiv 0$, and case (iiic) can be considered as the special case of (iiie) with $r_{\beta} \equiv \phi^{\prime \prime \prime} \equiv 0$. It is more convenient to separate these cases in order to compare the results of Theorem 2.1 with those of Theorem 3.1.

It is also possible to recover the complex generalization of Case (3.7b) of Ref. 1 from case (iiib) of Theorem 3.1, in much the same way as was done in the real case following Theorem 2.1. The necessary and sufficient condition for the equipotentials to be concentric cylinders in case (iiib) in Theorem 3.1 is that $A(a)$ is constant, $\mathrm{l}^{\prime}$ is nonnull, and $\left(\mathbf{l} \times \mathbf{l}^{\prime}\right) /\left|\mathbf{I}^{\prime}\right|$ is a constant unit vector. The proof follows precisely as in the real case.

## 4. CHARACTERIZATION OF THE SOLUTIONS

We shall give two characterizations of the solutions to the system (1.2) in terms of the imbedding of the equipotential surfaces in (complexified) three-dimensional Euclidean space. These two characterizations are analogous to ones that can be obtained for the system (1.1).

Theorem 4.1: A family of surfaces $\{\gamma=$ constant $\}$ is a set of equipotential surfaces for (nonconstant) solutions of the system

$$
\begin{equation*}
(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma) \tag{1.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \gamma=g(\gamma) \tag{1.1b}
\end{equation*}
$$

if and only if the surfaces are orthogonal to a congruence of straight lines whose area expansion is constant on each equipotential.

Proof: We use a notation in which a semicolon denotes covariant derivative, indices are raised and lowered using the metric tensor, Greek indices denote component indices, $\delta_{\lambda}^{\mu}$ is the Kronecker delta tensor, and the summation notation for repeated indices is employed. Since $\gamma^{i \alpha}{ }_{; \beta} \gamma^{\beta}=\gamma_{; \beta}{ }^{; \alpha} \gamma^{\beta}$ $=\frac{1}{2}\left(\gamma_{; \beta} \gamma^{\beta}\right)^{; \alpha}=\frac{1}{2}\left[(\nabla \gamma)^{2}\right]^{; \alpha}$, it follows that the curves of the congruence normal to the equipotential surfaces $\{\gamma=$ constant \} are geodesics (i.e., straight lines) if and only if $(\nabla \gamma)^{2}=f(\gamma)$ for some function $f(\gamma)$, i.e., if and only if Eq. (1.1a) is satisfied. If $v$ is a solution of the equation $d v / d \gamma=[f(\gamma)]^{-1 / 2}$, then $(\nabla v)^{2}=1$ and we can decompose ${ }^{1}$ the term $v_{; \lambda_{; \mu}}$ as

$$
\begin{equation*}
\boldsymbol{v}_{; \lambda ; \mu}=\theta_{\lambda \mu}=\sigma_{\lambda \mu}+\frac{1}{2} \theta h_{\lambda \mu}, \tag{4.1}
\end{equation*}
$$

where $\theta_{\lambda \mu}, \sigma_{\lambda \mu}$, and $\theta$ are interpreted as the "expansion tensor", the "shear tensor" and the "area expansion" of the normal congruence, respectively, and satisfy $\theta_{\lambda_{\mu}} \nu^{\mu}=0$, $\theta_{\lambda \mu}=\theta_{\mu \lambda}, \theta_{\lambda}^{\lambda}=\theta, \sigma_{\lambda \mu} v^{\mu}=0, \sigma_{\lambda \mu}=\sigma_{\mu \lambda}$, and $\sigma_{\lambda}^{\lambda}=0$. The tensor $h_{\lambda \mu}$ is the "projection tensor" into the tangent plane at each point on a surface, i.e., $h_{\lambda \mu}=\delta_{\lambda \mu}-v_{; \lambda} v_{; \mu}$, $h_{\lambda \mu}=h_{\mu \lambda}, h_{\lambda}^{\lambda}=2$, and $h_{\mu \lambda} h^{\mu \tau}=h_{\lambda}^{\tau}$. For future reference, we also define the shear scalar $\sigma$ by $2 \sigma^{2}=\sigma_{\lambda \mu} \sigma^{\lambda \mu}, \sigma \geqslant 0$. Thus, $\nabla^{2} \gamma=g(\gamma)$ if and only if $\nabla^{2} v=h(v)$ for some function $h(v)$, which is true if and only if $\theta=\theta(v)$, since $\nabla^{2} v=v_{; \lambda}^{\lambda}=\theta$. Thus, Eq. (1.1b) is satisfied if and only if $\theta$ is constant on each equipotential $\{v=$ constant $\}$. The above decomposition is analogous to that employed in the pseudoRiemannian manifolds of general relativistic cosmology (see, for example, Ref. 6).

If $f(\gamma) \equiv 0$, the equipotential surfaces are null. Again, the curves of the congruence normal (and hence tangent) to the equipotential surfaces are geodesics (i.e., straight lines). The quantity $\gamma_{; i ; \mu}$ can be decomposed into its trace and tracefree parts as

$$
\begin{equation*}
\gamma_{i ; ; \mu}=\theta_{\lambda \mu}=\sigma_{\lambda \mu}+\theta h_{\lambda \mu}, \tag{4.2}
\end{equation*}
$$

where in this case the interpretations of $\theta_{\lambda_{\mu}}, \sigma_{\lambda_{\mu}}$, and $\theta$ for the normal congruence are the same as before [for the case $f(\gamma) \not \equiv 0$ ], but $h_{\lambda \mu}$, while still being a projection tensor orthogonal to $\gamma_{: \mu}$, is now degenerate, since $h_{\lambda \mu} \gamma^{\mu \mu}=0$ and $\gamma_{; \mu} \gamma^{\mu}=0$. Thus, $h_{\lambda \mu}=h_{\mu \lambda}, h_{\lambda}^{\lambda}=1$, and $h_{\mu \lambda} h^{\mu \tau}=h_{\lambda}^{\tau}$. The proof of the theorem in this case $[f(\gamma) \equiv 0]$ now follows as in
the case where $f(\gamma) \not \equiv 0$.
Theorem 4.2: A family of surfaces $\{\gamma=$ constant $\}$ is a set of equipotential surfaces for (nonconstant) solutions of the system

$$
\begin{equation*}
(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma) \tag{1.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \gamma=g(\gamma) \tag{1.1b}
\end{equation*}
$$

if and only if the surfaces are orthogonal to a congruence of straight lines and have constant (possibly infinite) principal radii of normal curvature.

Proof: This theorem is merely a restatement of Theorem (4.2) in Ref. 1.

Two corresponding characterizations for the system (1.2) are given in the next two theorems.

Theorem 4.3: A family of surfaces $\{\gamma=$ constant $\}$ is a set of equipotential surfaces for (nonconstant) solutions of the system

$$
\begin{align*}
& (\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma)  \tag{1.2a}\\
& \left(\nabla^{2} \gamma\right)^{2}-\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma \\
& \quad+\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2}-\frac{1}{2} N f(\gamma) f^{\prime}(\gamma) \\
& \quad=-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) \tag{1.2b}
\end{align*}
$$

(where $N$ is constant) if and only if the surfaces are orthogonal to a congruence of straight lines whose shear scalar $\sigma$ and area expansion $\theta$ are related by

$$
2 N(1+\epsilon) \sigma^{2}+(N-1-\epsilon) \theta^{2}=0
$$

where $\epsilon=0$ for null equipotentials, and $\epsilon=1$ for nonnull equipotentials.

Proof: As in the proof of Theorem 4.1, it follows that the curves of the congruence normal to the equipotential surfaces are geodesics (i.e., straight lines) if and only if Eq. (1.2a) is satisfied.

If the case $f(\gamma) \not \equiv 0$, we consider the variable $\nu(\gamma)$, being a solution of the equation $d v / d \gamma=[f(\gamma)]^{-1 / 2}$, and satisfying

$$
\begin{equation*}
(\nabla \gamma)^{2} \equiv \nabla \nu \cdot \nabla v=1 \tag{1.2c}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla^{2} v\right)^{2}=-N \nabla v \cdot \nabla\left(\nabla^{2} v\right) \tag{1.2d}
\end{equation*}
$$

Now $v_{; \lambda ; \mu} v^{\lambda ; \mu}=v_{i \lambda ; \mu} v^{i \mu ; \lambda}=\left(v_{; i ; \mu} v^{; \mu}\right)^{; \lambda}-v_{; \lambda ; \mu}{ }^{; \lambda} v^{\prime \mu}$ $=-\left(v_{; \lambda}^{; \lambda}\right)_{; \mu} v^{\mu}=-\nabla v \cdot \nabla\left(\nabla^{2} v\right)$, recalling that $v_{i \lambda ; \mu} v^{\mu}=0$. It follows from Eq. (4.1) that $\nabla v \cdot \nabla\left(\nabla^{2} v\right)$ $=-\frac{1}{2}\left(4 \sigma^{2}+\theta^{2}\right)$. Thus, Eq. (1.2d), and hence Eq. (1.2b), is satisfied if and only if $4 N \sigma^{2}+(N-2) \theta^{2}=0$.

If $f(\gamma) \equiv 0$, Eq. (1.2b) is satisfied if and only if $2 N \sigma^{2}+(N-1) \theta^{2}=0$, where we have used the decomposition (4.2).

Corollary: If a set of surfaces is orthogonal to a congruence of straight lines whose area expansion $\theta$ is constant on each surface, the shear scalar $\sigma$ is related to $\theta$ by the equation

$$
2 N(1+\epsilon) \sigma^{2}+(N-1-\epsilon) \theta^{2}=0
$$

where $N$ is a constant, $\epsilon=0$ for null surfaces, and $\epsilon=1$ for nonnull surfaces.

Proof: This follows upon application of Theorems 4.1
and 4.3, the Corollary of Theorem 2.1, and Corollary 2 of Theorem 3.1.

Remark: The expansion $\theta$ and shear scalar $\sigma$, have been evaluated for each class of nontrivial solution given in Theorems 2.1 and 3.1. Whether or not they vanish identically is indicated in Table I.

Theorem 4.4: A family of surfaces $\{\gamma=$ constant $\}$ is a set of equipotential surfaces for (nonconstant) solutions of the system

$$
\begin{align*}
(\nabla \gamma)^{2} & \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma)  \tag{1.2a}\\
\left(\nabla^{2} \gamma\right)^{2} & -\frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma \\
& +\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2}-\frac{1}{2} N f(\gamma) f^{\prime}(\gamma) \\
& =-N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) \tag{1.2b}
\end{align*}
$$

if and only if the surfaces are orthogonal to a congruence of straight lines and either have zero total (Gaussian) curvature or have nonzero total (Gaussian) curvature but equal finite principal radii of normal curvature.

Proof: We have already seen in the proof of Theorem 4.1 that the surfaces are orthogonal to a congruence of straight lines if and only if Eq. (1.2a) is satisfied.

Suppose that Eq. (1.2) are satisfied. If the equipotentials are not null and the shear tensor possesses three linearly independent nonnull eigenvectors [case (iii) of Theorem 2.1 and cases (iiia-c) of Theorem 3.1], it follows that the total curvature is zero, unless the principal radii of curvature $r$ and $s$ are finite and equal, in which case they are constant, and hence so is the total curvature. If the equipotentials are not null and the shear tensor possesses only two linearly independent eigenvectors [cases (iiid) and (iiie) of Theorem 3.1], it follows from Eq. (3.2) and (3.3) that the principal curvatures are equal (taking the value $1 / r$ ). If $r$ is infinite, then the total curvature is zero. If $r$ is finite, $r$ is an arbitrary function of the variable $\beta$. While the total curvature is variable, this occurs only if the two principal radii of curvature are equal and finite. Finally, if the equipotentials are null, then the total curvature is necessarily zero (principal radii of normal curvature $\rho_{1}$ and $\rho_{2}$, can be defined for a null surface"; the "generalized total curvature" $1 / \rho_{1} \rho_{2}=0$ for all null surfaces).

Conversely, suppose that a set of surfaces $\{\gamma=$ constant \} is orthogonal to a congruence of straight lines [so Eq. (1.2a) is satisfied], and that the surfaces either have zero total curvature, or have nonzero total curvature with equal finite principal radii of curvature. If the surfaces are not null and if the shear tensor of the normal congruence has three linearly independent eigenvectors, the result follows immediately, by the proofs of Theorems 2.1 and 3.1. If the surfaces are not null and the shear tensor of the normal congruence possesses only two linearly independent eigenvectors, the principal radii of curvature are equal, by Eqs. (3.2) and (3.3). Again the result follows from the proofs of Theorems 2.1 and 3.1. Finally, if the surfaces are null, then $f(\gamma) \equiv 0$, and we see from the proof of cases (ib) and (ic) in Theorem 3.1 that Eq. (1.2d), and hence Eq. (1.2b), is satisfied.

Corollary: If a set of surfaces is orthogonal to a congruence of straight lines, and if the surfaces have constant (possibly infinite) principal radii of normal curvature, then they
either have zero total (Gaussian) curvature, or have nonzero total (Gaussian) curvature but equal finite principal radii of normal curvature.

Proof: This follows either from previous results ${ }^{1}$ or from an application of Theorems 4.2 and 4.4, the Corollary of Theorem 2.1, and Corollary 2 of Theorem 3.1.

## 5. CONCLUSION

We have exhibited all compatible real or complex solutions of the system

$$
\begin{align*}
(\nabla \gamma)^{2} \equiv & \nabla \gamma \cdot \nabla \gamma=f(\gamma),  \tag{1.2a}\\
\left(\nabla^{2} \gamma\right)^{2}- & \frac{1}{2}(N+2) f^{\prime}(\gamma) \nabla^{2} \gamma \\
& +\frac{1}{4}(N+1)\left[f^{\prime}(\gamma)\right]^{2}-\frac{1}{2} N f(\gamma) f^{\prime}(\gamma) \\
= & -N \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) . \tag{1.2b}
\end{align*}
$$

An interesting relationship was discovered in Theorem 4.4 between the nontrivial solutions ( $\gamma \equiv$ constant), and the set of surfaces whose total curvature is zero, or whose total curvature is nonzero and whose principal radii of curvature are equal (and finite). An alternative characterization was given in Theorem 4.3 , involving the shear and expansion scalars of the normal congruence of a set of surfaces. We have also shown that every solution of the system

$$
\begin{align*}
& (\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=f(\gamma)  \tag{1.1a}\\
& \nabla^{2} \gamma=g(\gamma) \tag{1.1b}
\end{align*}
$$

studied previously ${ }^{1}$ is also a solution of the system (1.2), but that the converse is false, so our present results represent a generalization of the previous work. Normalizing $f(\gamma)$ so that $f(\gamma)=1$ in the case where $f(\gamma) \equiv 0$, we can conclude by taking real and imaginary parts of Eqs. (1.2) that we have obtained all solutions to the real set of equations

$$
\begin{aligned}
& (\nabla X)^{2}-(\nabla Y)^{2}=\epsilon, \\
& \nabla X \cdot \nabla Y=0, \\
& \left(\nabla^{2} X\right)^{2}-\left(\nabla^{2} Y\right)^{2}
\end{aligned}
$$

$$
=-N\left\{\nabla X \cdot \nabla\left(\nabla^{2} X\right)-\nabla Y \cdot \nabla\left(\nabla^{2} Y\right)\right\}
$$

and

$$
2 \nabla^{2} X \nabla^{2} Y=-N\left\{\nabla X \cdot \nabla\left(\nabla^{2} Y\right)+\nabla Y \cdot \nabla\left(\nabla^{2} X\right)\right\}
$$

where $\epsilon=0$ or 1 , and $N$ is a constant. The results are contained in Theorems 2.1 and 3.1, and summarized in Table I of Sec. 1 .

The results of the present article have been applied to a discussion of null surfaces in Minkowski space-time and its complexification. This discussion will appear in a subsequent article. Moreover, there are questions in classical physics which do not appear to have been previously examined, and which are readily answered using the present formalism. For instance, in electrostatics, one could ask for what distributions of charge are the charge density and the (magnitude of the) electric field constant on the equipotential surfaces? (The answers to this question are "for planar, cylindrically symmetric, and spherically symmetric distributions only.") Such questions are currently being investigated.
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#### Abstract

We obtain a number of results on null geodesic congruences in Minkowski space-time M. It is first shown that the only time-invariant hypersurface-orthogonal shear-free null geodesic congruences in $M$ are those that generate either null hyperplanes or null cones. This result is derived in two interesting and quite distinct ways. One method of proof uses Kerr's theorem. The other method proceeds by showing that the equations specifying the class of congruences can be written in the form $(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=1$, and $\left(\nabla^{2} \gamma\right)^{2}=-2 \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right.$ ), where $\gamma$ is a potential and the operators $\nabla$ and $\nabla^{2}$ refer to 3-dimensional Euclidean space. The complexified version of this system of equations has been studied previously by the author [preceding paper, J . Math. Phys. 21, 240 (1980)]. Hypersurface-orthogonal shear-free null geodesic congruences in complexified Minkowski space-time are then investigated, and a close association is discovered between the set of such congruences and the set of (generally, non-hypersurface-orthogonal) shear-free null geodesic congruences in $M$.


## 1. INTRODUCTION

In this article, we shall study shearfree null geodesic congruences in real Minkowski space-time $M$ and in its complexification $M^{*}$. In Sec. 2, we show that the only timeinvariant hypersurface-orthogonal shearfree null geodesic congruences in $M$ are those which (locally) generate either null hyperplanes or null cones, and we obtain, as an elementary consequence, the result that the only null hypersurfaces in $M$ whose null generators are shearfree are either null hyperplanes or null cones. While this last result appears to be well known, there is, as far as the present author is aware, no well-known standard reference to it (cf. the comments in Ref. 1). Furthermore, we shall derive our results in two interesting and quite distinct ways. The first method will be to show that the equations specifying the class of congruences in question can be written in the form

$$
\begin{equation*}
(\nabla \gamma)^{2} \equiv \nabla \gamma \cdot \nabla \gamma=1 \tag{1.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla^{2} \gamma\right)^{2}=2 \nabla \gamma \cdot \nabla\left(\nabla^{2} \gamma\right) \tag{1.1b}
\end{equation*}
$$

where $\gamma$ is a (real) potential, and the operators $\nabla$ and $\nabla^{2}$ refer to (real) three-dimensional Euclidean space. This system is a specialization of that investigated in Theorem 2.1 of Ref. 2, and so the solutions can readily be found. The fact that the potential $\gamma$ is time independent reflects the time-invariance property of the congruence. Equation (1.1a) can be regarded as a statement that the hypersurface-orthogonal congruence is null, and Eq. (1.1b) is a statement that the shear of the congruence vanishes.

The second method of proving the result of Sec. 2 uses Kerr's theorem in conjunction with a result obtained in the proof of Theorem 3.1 in Ref. 3. We shall consider the metric of Minkowski space-time in Cartesian-like coordinates ( $t, x, y, z$ ), viz.,

$$
\begin{equation*}
d s^{2}=-d t^{2}+d x^{2}+d y^{2}+d z^{2} \tag{1.2}
\end{equation*}
$$

It will also be convenient to express relationships in terms of a set of complex null coordinates ( $u, v, \zeta, \bar{\zeta}$ ), defined by

$$
\begin{align*}
& u=\frac{1}{\sqrt{2}}(z+t), v=\frac{1}{\sqrt{2}}(z-t), \\
& \xi=\frac{1}{\sqrt{2}}(x+i y), \bar{\xi}=\frac{1}{\sqrt{2}}(x-i y),  \tag{1.3a}\\
& \Leftrightarrow t=\frac{1}{\sqrt{2}}(u-v), x=\frac{1}{\sqrt{2}}(\zeta+\bar{\xi}), \\
& y=\frac{-i}{\sqrt{2}}(\zeta-\bar{\xi}), z=\frac{1}{\sqrt{2}}(u+v) . \tag{1.3b}
\end{align*}
$$

In this second set of coordinates, the metric (1.2) becomes

$$
\begin{equation*}
d s^{2}=2 d u d v+2 d \zeta d \bar{\zeta} \tag{1.4}
\end{equation*}
$$

Kerr's theorem ${ }^{48}$ states that in Minkowski space-time the most general analytic shearfree (future pointing, affinely parametrized) null geodesic congruence $\mathbf{k}$ is given by either

$$
\begin{equation*}
\mathbf{k}=k_{a} d \mathbf{x}^{a}=-(d \mathbf{u}+\bar{Y} d \zeta+Y d \bar{\zeta}-Y \bar{Y} d \mathbf{v}) \tag{1.5a}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{k}=k_{a} d \mathbf{x}^{a}=d \mathbf{v} \tag{1.5b}
\end{equation*}
$$

where $Y$ is a complex function of the coordinates, defined implicitly by

$$
\begin{equation*}
F \equiv F(Y, u+Y \bar{\zeta}, \zeta-Y v)=0 \tag{1.5c}
\end{equation*}
$$

with $F$ an arbitrary complex analytic function of its three arguments. If we make the further demand that the congruence be time-invariant and hypersurface-orthogonal, we recover the required result.

We can also examine "time"-invariant hypersurfaceorthogonal shearfree null geodesic congruences in complexified Minkowski space-time $M^{*}$ (e.g., see Refs. 7-9) by complexifying the analysis that led to Eq. (1.1). The complex
version of Eq. (1.1) is a specialization of those investigated in Theorem 3.1 of Ref. 1, and the solutions can be readily found. This is done in Sec. 3. In addition to the complex generalizations of the null hyperplanes and the null cones obtained in the real case, there are more complicated sets of hypersurfaces which are not admitted in the real case. Further study shows that when the normals to these hypersurfaces are expanding, they are quite naturally related to a class of (generally, non-hypersurface-orthogonal) time-invariant expanding shearfree null geodesic congruences in real Minkowski space-time $M$.

It should be noted that our discussion is intended to study local properties of congruences. It is to be understood that our results may be valid only locally, and that separate qualifications to this effect will not be given.

## 2. NULL CONGRUENCES IN MINKOWSKI SPACE-TIME

If a vector field $\mathbf{k}$ is everywhere tangent to a null geodesic congruence, affinely parametrized so that ${ }^{10}$

$$
k_{a: b} k^{b}=0,
$$

then there is a decomposition of $k_{a ; b}$ in terms of certain physically relevant quantities (e.g., Ref. 11):

$$
k_{a ; b}=\theta_{a b}+\omega_{a b}
$$

where $\theta_{a b}=\theta_{(a b)}=k_{(a ; b)}$ is the "expansion tensor" and $\omega_{a b}$ $=\omega_{[a b]}=k_{[a ; b]}$ is the "vorticity tensor." The expansion tensor can be further decomposed into its trace and tracefree parts:

$$
\theta_{a b}=\sigma_{a b}+\frac{1}{2} \theta h_{a b},
$$

where $\theta=\theta_{a}^{a}=k_{; a}^{a}$ is the "expansion scalar," $\sigma_{a b}=\sigma_{(a b)}$ $=k_{(a ; b)}-\frac{1}{2} k_{; c}^{\mathrm{c}} h_{a b}$ is the "shear tensor," and $h_{a b}$ is a (degenerate) projection tensor into the space $H$ orthogonal to (and hence containing) $\mathbf{k}$. As in Ref. 11, we will be primarily concerned with projections into the space $S$, which consists of equivalence classes of vectors in $H$ that differ only by multiples of $\mathbf{k}$. In this case, given a null vector 1 statisfying $\mathbf{k} \cdot \mathbf{l} \neq 0$, there is a unique projection tensor $h_{a b}$ with the properties $h_{a b}$ $=h_{(a b)}, h_{a b} X^{b} \in S$ for all vectors $\mathbf{X}$, and $h_{a b} X^{b}=X_{a}$ for all $\mathbf{X} \in S$. The null geodesic $\mathbf{k}$ congruence is hypersurface orthogonal if and only if $k_{[a ; b} k_{c]}=0 \Longleftrightarrow \omega=0$, where $2 \omega^{2} \equiv \omega_{a b} \omega^{a b}=k_{[a ; b]} k^{a ; b}=0$, and is shearfree if and only if $\sigma=0$, where $\sigma$ is the "shear scalar," given by $2 \sigma^{2} \equiv \sigma_{a b} \sigma^{a b}$ $=k_{(a ; b)} k^{a ; b}-\frac{1}{2}\left(k_{a a}^{a}\right)^{2}, \sigma \geqslant 0$. We note that the condition $\sigma_{a b}=0$ is not invariant, since it depends on the choice of $h_{a b}$, which in turn depends on the choice of the null vector $l$.

We note in passing that if $\mathbf{k}$ is tangent to a (affinely parametrized) null geodesic congruence, then so also is $f \mathbf{k}$, where $f$ is constant along each curve of the congruence. If, moreover, the $\mathbf{k}$ congruence is shearfree or hypersurfaceorthogonal, then so also is the $f \mathbf{k}$ congruence. Furthermore, if the $\mathbf{k}$ congruence is hypersurface-orthogonal, there exists an $f \mathbf{k}$ congruence whose vorticity tensor vanishes.

Given any Killing vector $\boldsymbol{\xi}$, a null geodesic congruence with tangent vector $\mathbf{k}$ is "invariant under the action of $\xi$ " if and only if

$$
\begin{equation*}
\mathscr{L}_{\xi} \mathbf{k}=\mathbf{0} \Longleftrightarrow[\boldsymbol{\xi}, \mathbf{k}]=\mathbf{0} \Longleftrightarrow k_{a ; b} \xi^{b}-\xi_{a ; b} k^{b}=0 . \tag{2.1}
\end{equation*}
$$

Lemma 2.1: Any null hypersurface in Minkowski space-time is generated by a (unique) null geodesic congruence.

Proof: Let $g(t, x, y, z)=0$ be the equation of the null hypersurface. Then, defining $\mathbf{k}$ to be the gradient of $g$, we have $k_{a}=g_{; a}$, where

$$
k_{a} k^{a}=0 \Longleftrightarrow g_{i a} g^{i a}, \text { and } k_{[a ; b]}=0 \Longleftrightarrow g_{\lfloor a ; b]}=0 .
$$

Extending the gradient vector field to obtain a null vector field $\mathbf{k}$ defined in a neighborhood of the hypersurface, we see that $k_{a} k^{a}=0 \Rightarrow k_{a ; b} k^{a}=0$. Thus, on the hypersurface, $k_{b ; a} k^{a}=0$, and so the integral curves of $\mathbf{k}$ form a (hypersur-face-orthogonal) null geodesic congruence in the hypersurface.

Since the vector $\mathbf{k}$ is orthogonal to any vector $\mathbf{v}$ tangential to the hypersurface at a point $P$, it follows that $\mathbf{v}$ is either null or spacelike, and that, if $\mathbf{v}$ is null, it is parallel to $\mathbf{k}$ at $P$. This property holds at all points $P$ of the hypersurface. Consequently, if a second null congruence $\kappa$ generates the hypersurface, then $\kappa_{a}=f k_{a}$ for some nonzero function $f$, and $\kappa_{a ; b} \kappa^{b}=\left(f_{: b} k^{b}\right) \kappa_{a}$, i.e., the integral curves of $\boldsymbol{\kappa}$ form a (generally, non-affinely parametrized) null geodesic congruence which coincides with that of the integral curves of $\mathbf{k}$.

Remark: We will say that a null hypersurface $g(t, x, y, z)=0$ in $M$ is "shearfree" if an affinely parametrized null geodesic congruence that generates it is shearfree, i.e., $g_{; a ; b} g^{a ; b}=\frac{1}{2}\left(g_{; c}^{c}\right)^{2}$ on the hypersurface. By Lemma 2.1, we see that there is an affinely parametrized null geodesic congruence generating every null hypersurface, and by the proof of Lemma 2.1, and the remarks preceding it, we see that the definition is independent of which particular affine parametrization is used. We will be particularly concerned with (hy-persurface-orthogonal shearfree null geodesic) congruences that are invariant under the action of a timelike translational Killing vector (cf. Ref. 4). For brevity, such congruences will be termed "time-invariant." Not every time-invariant shearfree null geodesic congruence in $M$ is necessarily hypersurface orthogonal, as we will show in the proof of Theorem 2.2.

Theorem 2.2: Let $\mathbf{k}$ be a vector field everywhere tangential to a time-invariant hypersurface-orthogonal shearfree null geodesic congruence in Minkowski space-time. Then there is a system of "Cartesian" coordinates ( $t, x, y, z$ ) such that $\mathbf{k}$ is orthogonal to (and hence generates) the family of null hypersurfaces $\{t-q(x, y, z)=$ constant $\}$, where either (i) $q=l x+m y+n z+A$, with $l, m, n$, and $A$ constants satisfying $l^{2}+m^{2}+n^{2}=1$ : in this case, the expansion scalar vanishes, and the hypersurfaces are null hyperplanes; or (ii) $q= \pm\left[\left(x-x_{1}\right.\right.$ null cones.

Proof: Without loss of generality, the $\mathbf{k}$ congruence is affinely parametrized. Suppose that this congruence is invariant under the action of a timelike translational Killing vector $\xi$. We can choose coordinates ( $t, x, y, z$ ) in Eqs. (1.2) such that $\xi=\partial / \partial t$. By the proof of Lemma 2.1, there is a real function $g(t, x, y, z) \neq 0$ such that $k_{a}=g_{; a}$. Moreover, by Eq. (2.1), $g_{; a, b} \xi^{b}=0$. This implies that there is a constant $b$ and a real function $Q(x, y, z)$ such that

$$
\begin{equation*}
g(t, x, y, z)=b t+Q(x, y, z) . \tag{2.2}
\end{equation*}
$$

The condition that $\mathbf{k}$ is null may be written in the form

$$
\begin{equation*}
k_{a} k^{a}=0 \Longleftrightarrow g_{; a} g^{a}=0 \Longleftrightarrow(\nabla Q)^{2} \equiv \nabla Q \cdot \nabla Q=b^{2}, \tag{2.3}
\end{equation*}
$$

where $\nabla$ is an operator in the three-dimensional Euclidean space $\{t=$ constant $\}$. The expansion scalar $\theta$ of the $\mathbf{k}$ congruence is

$$
\begin{equation*}
\theta=k_{; a}^{a}=g_{; a}^{a}=\nabla^{2} Q \tag{2.4}
\end{equation*}
$$

and the shear scalar $\sigma$ is given by

$$
\begin{align*}
\sigma^{2} & =\frac{1}{2} k_{(a ; b)} k^{a ; b}-\frac{1}{4}\left(k_{; a}^{a}\right)^{2} \\
& =\frac{1}{4}\left[2 g_{; a ; b} g^{a ; b}-\left(g_{; a}^{a}\right)^{2}\right] \\
& =-\frac{1}{4}\left[\left(\nabla^{2} Q\right)^{2}+2 \nabla Q \cdot \nabla\left(\nabla^{2} Q\right)\right] \tag{2.5}
\end{align*}
$$

where the operators $\nabla$ and $\nabla^{2}$ act in the three-dimensional Euclidean space $\{t=$ constant $\}$.

Thus, from Eqs. (2.3) and (2.5), any time-invariant hy-persurface-orthogonal shearfree null geodesic congruence in Minkowski space-time can be associated with the solution $Q$ to the following system of potential equations:

$$
\begin{equation*}
(\nabla Q)^{2} \equiv \nabla Q \cdot \nabla Q=b^{2} \tag{2.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla^{2} Q\right)^{2}=-2 \nabla Q \cdot \nabla\left(\nabla^{2} Q\right) \tag{2.6b}
\end{equation*}
$$

where $b$ is a constant. Since $Q$ is real, the case $b=0$ would require that $Q$ be zero, and then, from Eq. (2.2), we obtain $g \equiv 0$, which is inadmissible. Consequently, $b \neq 0$ in Eq. (2.6a).

The system (2.6) is a particular case of the system of potential equations (1.2) previously investigated. ${ }^{2}$ The general solution is therefore obtained by writing $q=Q / b$ and employing Theorem 2.1 of Ref. 2, and the theorem is proved.

Corollary 1: In Minkowski space-time, any time-invariant hypersurface-orthogonal shearfree null geodesic congruence can be associated with a family of equipotentials in three-dimensional Euclidean space. In case (i) of Theorem 2.2, these equipotentials are planes (the principal curvatures are zero; the normal geodesic congruence satisfies $\theta=\sigma$ $=0$ ), and in case (ii) they are spheres (the principal curvatures are equal and nonzero; the normal geodesic congruence satisfies $\theta \neq 0=\sigma$ ).

Proof: This follows immediately from Table I of Ref. 2. We note that the quantities $\theta$ and $\sigma$ refer both to the spacetime congruence and to the auxiliary congruence of rays orthogonal to the equipotentials in Euclidean space.

Corollary 2: In Minkowski space-time a null hypersurface $H$ is shearfree if and only if it is either a null hyperplane or a null cone.

Proof: Suppose $H$ is shearfree. We consider Minkowski space-time $M$ with coordinates ( $t, x, y, z$ ) of metric (1.2), and construct a family of hypersurfaces $H(v)$ parallel to $H$ as follows:

$$
H(v)=\{(t, x, y, z) \in M \mid(t-v, x, y, z) \in H\}
$$

where $v$ is a parameter that is constant on each surface, and $H(0)=H$. We suppose that $H$ is given by the equation $g(t, x, y, z) \equiv t-f(x, y, z)=0$. Clearly, for each $v$, the null geodesic generators of $H(v)$ are parallel to those of $H$, and are shearfree. We now have a shearfree null geodesic congruence
defined throughout $M$. This congruence is time-invariant, since $\mathscr{L}_{\xi} \mathbf{k}=0$, where $\xi=\partial / \partial t$ and $k_{a}=g_{; a}$, the function $g$ here being $g(t-v, x, y, z)$, whose vanishing specifies the hypersurface $H(v)$. By Theorem 2.2, this congruence is orthogonal to (and hence generates) a system of hypersurfaces which are either null hyperplanes or null cones, i.e., the family $H(v)$ is a system of either null hyperplanes or null cones, and, a fortiori, $H=H(0)$ is either a null hyperplane or a null cone.

Conversely, given any null hyperplane or null cone, it is clear by direct calculation that its null geodesic generators are shearfree.

There is an alternative proof of Theorem 2.2, which uses Kerr's theorem. ${ }^{4-8}$ This proof will now be given.

Alternative Proof of Theorem 2.2: Kerr's theorem states the form of the most general analytic (future-pointing affinely parametrized) shearfree null geodesic congruence in $M$ [see Eq. (1.4) and (1.5)].

If Eq. (1.5b) is obeyed, i.e., if $\mathbf{k}=d \mathbf{v}$, then the vector field $\mathbf{k}$ is clearly orthogonal to the hyperplanes $\{t-z=$ constant $\}$. These intersect the hypersurfaces $\{t=$ constant $\}$ in the planes $\{z=$ constant $\}$.

If, on the other hand, Eq. (1.5a) is obeyed, i.e., if $\mathbf{k}=-(d \mathbf{u}+\bar{Y} d \zeta+Y d \bar{\zeta}-Y \bar{Y} d \mathbf{v})$, then $\mathbf{k}$ is hypersurfaceorthogonal if and only if $\mathbf{k} \wedge d \mathbf{k}=\mathbf{0}$, which is equivalent to the following set of conditions:

$$
\begin{align*}
& \bar{Y} Y_{v}-Y \bar{Y}_{v}+\bar{Y}(Y \bar{Y})_{\bar{\xi}}-Y(Y \bar{Y})_{\bar{\zeta}}=0,  \tag{2.7a}\\
& Y_{v}+(Y \bar{Y})_{\overline{5}}-Y(Y \bar{Y})_{u}+Y \bar{Y} Y_{u}=0  \tag{2.7b}\\
& \bar{Y}_{v}+(Y \bar{Y})_{\zeta}-\bar{Y}(Y \bar{Y})_{u}+Y \bar{Y} \bar{Y}_{u}=0 \tag{2.7c}
\end{align*}
$$

and

$$
\bar{Y}_{\bar{\xi}}-Y_{\zeta}+\bar{Y} Y_{u}-Y \bar{Y}_{u}=0
$$

where a suffix denotes partial differentiation. Forming $\bar{Y} \times$ Eq. (2.7b) $-Y \times$ Eq. (2.7c) and using Eq. (2.7a), we find that

$$
\begin{equation*}
Y \bar{Y}\left(\bar{Y} Y_{u}-Y \bar{Y}_{u}\right)=0 \tag{2.8a}
\end{equation*}
$$

Consequently, either $Y \equiv 0$, or $Y \neq 0$ and $Y_{u} / Y=\bar{Y}_{u} / \bar{Y}$. In either case, Eq. (2.7d) shows that

$$
\begin{equation*}
\boldsymbol{Y}_{\xi}=\bar{Y}_{\xi} \tag{2.8b}
\end{equation*}
$$

Recalling that $Y$ is defined implicitly by the relation

$$
\begin{equation*}
F\left(Y, X_{1}, X_{2}\right)=0 \tag{2.9}
\end{equation*}
$$

where $X_{1} \equiv u+Y \bar{\xi}$ and $X_{2} \equiv \zeta-Y v$, we find that $Y_{\bar{\zeta}}=Y Y_{u}$ $=-Y F_{X_{1}} / D$ and $Y_{v}=-Y Y_{\zeta}=Y F_{X_{2}} / D$, where $D \equiv F_{Y}$ $+F_{X_{1}} \bar{\xi}-F_{X_{2}} \nu \neq 0$. Direct substitution of these relations into Eqs. (2.7) shows that they are identically satisfied if and only if Eq. (2.8) hold, i.e., if and only if either $Y \equiv 0$, or $Y \neq 0$ and both $F_{X_{1}} / Y D$ and $F_{X_{2}} / D$ are real. Moreover, we find that $\mathbf{k}$ is invariant under the timelike translational Killing vector $\xi=\partial / \partial t$ if and only if $\partial Y / \partial t=0 \Longleftrightarrow$ nce $Y_{u}$ generates) the hyperplanes $\{z+t=$ constant $\}$. These intersect the hypersurfaces $\{t=$ constant $\}$ in the planes $\{z=$ constant $\}$.

Now suppose that $Y \not \equiv 0$. If $F_{X_{2}} \equiv 0$, then $F_{X_{1}} \equiv 0$ and Eq. (1.5c) requires that $Y$ is identically constant. In this case, $\mathbf{k}$ is orthogonal to (and hence generates) the hyperplanes
$\{u+\bar{Y} \xi+Y \bar{\zeta}-Y \bar{Y} v=$ constant $\}$. These intersect the hypersurfaces $\{t=$ constant $\}$ in the planes $\{(Y+\bar{Y}) x$
$-i(Y-\bar{Y}) y+(1-Y \bar{Y}) z=$ constant $\}.$ If $F_{X_{2}} \neq 0$, then, without loss of generality, we can arrange for $F$ in Eq. (1.5c) to be of the form $F=G(Y, X)-X_{2}$, where $G$ is an analytic function of $Y$ and $X_{1}$; in other words, without loss of generality, $F_{X_{2}}=-1$. Now $G_{X_{1}}=Y$, and $G_{Y}+Y \bar{\xi}$ is real. Thus, $G$ is of the form $G\left(Y, X_{1}\right)=X_{1} Y-(\sqrt{ } 2) \phi(Y)$, where $\phi(Y)$ is such that $D=X_{1}-(\sqrt{ } 2) \phi^{\prime}(Y)+Y \bar{\xi}+v$ is real. In this case, using Eqs. (1.3), Eq. (1.5c) can be written as

$$
\begin{align*}
& -\frac{1}{\sqrt{2}} F(Y, u+Y \bar{\xi}, \zeta-Y v) \equiv H(Y, x, y, z) \\
& \quad \equiv \phi(Y)+\frac{1}{2}\left(1-Y^{2}\right) x+\frac{1}{2} i\left(1+Y^{2}\right) y-Y z=0 . \tag{2.10}
\end{align*}
$$

We require all functions $\phi(Y)$ in Eq. (2.10) with the property that $H_{Y}=H_{Y}(x, y, z)=\phi^{\prime}(Y)-Y(x-i y)-z$ is real. This problem can be readily solved when we observe that Eq. (2.10) is the same as Eq. (4.5) of Ref. 3. The analysis subsequent to Eq. (4.5) of Ref. 3 now applies, and we can therefore deduce that $H_{Y}$ satisfies

$$
\begin{equation*}
\left(\nabla H_{Y}\right)^{2}=1 \tag{2.11a}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} H_{Y}=2 / H_{Y}, \tag{2.11b}
\end{equation*}
$$

where $H_{Y}$ is real. Equations (2.11) are a special case of the system discussed in Theorem 3.1 of Ref. 3, and it follows that the general solution is

$$
H_{Y}= \pm\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right]^{1 / 2}+A
$$

where $x_{1}, y_{1}, z_{1}$, and $A$ are constants. Since the normals to the equipotential surfaces $\left\{H_{Y}=\right.$ constant $\}$ possess a shear tensor which has three linearly independent eigenvectors, it follows ${ }^{2,3}$ that $\phi^{\prime \prime \prime}(Y)=0$, i.e., that $\phi(Y)$ is of the form $\phi(Y)=a+b Y+c, Y^{2}$ for constants $a, b$, and $c$. This function is generated from $\phi(Y) \equiv 0$ in Eq. (2.10) by the shift of origin $x \rightarrow x-(a-c), y \rightarrow y-i(a+c)$, and $z \rightarrow z-b$. In order to determine the hypersurfaces generated by $\mathbf{k}$, it is therefore sufficient to put $\phi(Y)=0$ in Eq. (2.10), which then implies

$$
Y=\frac{-z \pm r}{x-i y}, \quad r=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}
$$

Employing Eq. (1.5a), a direct calculation, given in the Appendix, shows that $k_{a}=f g_{; a}$, where $g=g\{[(u-v) / \vee 2]$ $\left.\pm\left[2 \zeta \bar{\zeta}+\frac{1}{2}(u+v)^{2}\right]^{1 / 2}\right\}=g(t \pm r)$, and $[1 \pm(z / r)]$ $\times f g^{\prime}(t \pm r)=-\sqrt{ } 2$ (note that $f$ is constant along the generators $\mathbf{k}$ in keeping with our earlier remarks). Thus, $\mathbf{k}$ generates the hypersurfaces $\left\{t \pm\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}=\right.$ constant $\}$, i.e., a family of null cones whose vertices lie on the $t$ axis. Now invoking the allowed shift of origin, we see that the general family consists of null cones whose vertices lie on a line $\left\{\left(x_{0}, y_{0}, z_{0}\right)=\right.$ constant $\}$, where $x_{0}=(a-c), y_{0}$ $=i(a+c)$, and $z_{0}=b$ are arbitrary real numbers, i.e., $b$ is an arbitrary real constant and $a=\bar{c}$ is an arbitrary complex constant. These cones intersect the hypersurfaces $\{t=$ constant $\}$ in spheres centered on ( $x_{0}, y_{0}, z_{0}$ ).

Remark: These results are consistent with those of Cox, ${ }^{4}$ who has derived expressions for the most general analytic shearfree null geodesic congruence $\mathbf{k}$ in Minkowski space-time that is either (i) invariant under the action of a
translational Killing vector $\partial / \partial t$ or (ii) invariant under the action of a spacelike rotational Killing vector $x(\partial / \partial y)$ $-y(\partial / \partial x)$, or (iii) both (i) and (ii). Unfortunately, there are errors in these expressions. In our notation, Cox has shown that in case (i) (Theorem I of Ref. 4), $\mathbf{k}$ is given by $\mathbf{k}=d \mathbf{v}$ or $\mathbf{k}=-(d \mathbf{u}+\bar{Y} d \zeta+Y d \bar{\zeta}-Y \bar{Y} d \mathbf{v})$, where $Y$ is an arbitrary complex function of $\zeta-Y v-Y(u+Y \bar{\zeta})$, in which case it is concluded that there is an analytic function $\phi(Y)$ such that $\phi(Y)+(1 / \sqrt{ } 2)(\zeta-Y v)-(1 / \sqrt{ } 2) Y(u+Y \bar{\zeta})=0$. However, the case where $Y$ is identically constant appears to have been overlooked. Similarly, in case (iii) (Theorem III of Ref. 4), we have either $\mathbf{k}=d \mathbf{v}$ or $\mathbf{k}=-(d \mathbf{u}+\bar{Y} d \zeta+Y d \bar{\xi}$
$-Y \bar{Y} d v$ ), where $Y$ is a complex function of the coordinates, defined implicitly by $F(Y, u+Y \bar{\xi}, \zeta-Y v)$
$\equiv-i a Y+(1 / \sqrt{ } 2)(\zeta-Y v)-(1 / \sqrt{ } 2) Y(u+Y \bar{\xi})=0$, where $a$ is real, together with the additional possibility that $Y$ could vanish identically. We see from Eq. (2.10) that if in addition the congruence is hypersurface orthogonal, then it is given by either $\mathbf{k}=d \mathbf{v}$ or $\mathbf{k}=-d \mathbf{u}$, or $a=0$. It is well known in the theory of Kerr-Schild space-time (e.g., Refs. 6,12 , and 13) that, when considered with respect to an auxiliary null geodesic congruence in Minkowski space-time, the case $a \neq 0$ generates the Kerr ${ }^{14}$ solution, and the case $a=0$ specializes the solution to that of Schwarzschild. The parameter $a$ is interpreted as the angular momentum/unit mass, and there is thus a close connection between the two hyper-surface-orthogonality properties in the curved Kerr-Schild space-time and in the auxiliary flat space-time. In fact, Newman and Winicour' have already obtained a result to this effect. They show that the "Kerr congruence" [i.e., the shearfree null geodesic congruence generated in the case when $F(Y, u+Y \xi, \zeta-Y v)$
$=-i a Y+(1 / \sqrt{ } 2)(\zeta-Y v)-(1 / \sqrt{ } 2) Y(u+Y \bar{\zeta})=0$, where $a$ is real] can be interpreted as a complexified version of the "Schwarzschild congruence" (i.e., the special case when $a=0$ ). This is also apparent from our discussion above.

## 3. COMPLEX MINKOWSKI SPACE-TIME

In this section, we examine the complexification of our results, and discover a close relationship between time-invariant shearfree null geodesic congruences in real Minkowski space-time $M$ and "time"-invariant hypersurfaceorthogonal shearfree null geodesic congruences in complexified Minkowski space-time $M^{*}$. We allow the coordinates ( $t, x, y, z$ ) of Eqs. (1.2) to take complex values. In this case, $\zeta$ and $\bar{\zeta}$ as defined by Eqs. (1.3) are no longer complex conjugate. Null congruences and null hypersurfaces are defined as direct generalizations of their real counterparts, where the property of being null is with respect to the (complex, nonHermitian) metric given by Eqs. (1.2). A congruence with tangent vector $\mathbf{k}$ will be called ' "time"'-invariant' if there is a nonnull translational Killing vector $\xi$ such that $\mathscr{L}_{\xi} \mathbf{k}=\mathbf{0}$ [cf. Eq. (2.1)]. Since $\boldsymbol{\xi} \cdot \boldsymbol{\xi}$ is a (complex) nonzero constant, $\boldsymbol{\xi}$ may be rescaled so that $\xi \cdot \xi=-1$, and there is then a coordinate system $(t, x, y, z)$ such that $\xi=\partial / \partial t$.

Lemma 2.1 generalizes from $M$ to $M^{*}$, to the extent that any null hypersurface in $M^{*}$ is generated by a null geodesic congruence. However, this congruence is no longer unique.

For instance, the hypersurface $t=x$ is generated by a set of vectors $\delta_{0}^{a}+\delta_{1}^{a}$, and also by a set of vectors $\delta_{2}^{a}+i \delta_{3}^{a}$.

Theorem 2.2 generalizes as follows.
Theorem 3.1: Let $k$ be a vector field everywhere tangential to a "time"-invariant hypersurface-orthogonal shearfree null geodesic congruence in complexified Minkoski spacetime. Then there is a system of "Cartesian" coordinates ( $t, x, y, z$ ) such that $k$ is orthogonal to (and generates) the family of null hypersurfaces $\{\epsilon t-q(x, y, z)=$ constant $\}$, where either (i) $\epsilon=1$ and $q=l x+m y+n z+A$, with $l, m, n$, and $A$ complex constants satisfying $l^{2}+m^{2}+n^{2}=1$; in this case the expansion scalar vanishes and the hypersurfaces are null hyperplanes; or (ii) $\epsilon=1$ and $q= \pm\left[\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}\right.$ $\left.+\left(z-z_{1}\right)^{2}\right]^{1 / 2}+A$, with $x_{1}, y_{1}, z_{1}$, and $A$ complex constants; in this case, the expansion scalar is nonzero and the hypersurfaces are null cones; or (iii) $\epsilon=1$ and $q=\mu_{1} x$ $+\mu_{2} y+\mu_{3} z+\psi\left(\lambda_{1} x+\lambda_{2} y+\lambda_{3} z\right)$, with $\psi$ arbitrary, $\psi^{\prime \prime} \neq 0$, and with $\mu_{1}, \mu_{2}, \mu_{3}, \lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ complex constants satisfying $\mu_{1}^{2}+\mu_{2}^{2}+\mu_{3}^{2}=1, \lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}=0, \lambda_{1} \mu_{1}$ $+\lambda_{2} \mu_{2}+\lambda_{3} \mu_{3}=0$, and $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ are not all zero; in this case the expansion scalar is zero, but the hypersurfaces are not null hyperplanes; or (iv) $\epsilon=1$ and $q=(\partial F / \partial \beta)$
$+A(\beta)$, where $F(\beta, x, y, z) \equiv \phi(\beta)+\frac{1}{2}\left[\left(1-\beta^{2}\right) x\right.$
$+i\left(1+\beta^{2}\right) y-2 \beta z=0 ; A(\beta)$ and $\phi(\beta)$ are arbitrary, except that $A^{\prime}(\beta)$ and $\phi^{\prime \prime \prime}(\beta)$ are not simultaneously zero; or (v) $\epsilon=0$ and $\psi(q)=l(q) x+m(q) y+n(q) z$, where $\psi, l, m$, and $n$ are arbitrary, with $l^{2}+m^{2}+n^{2}=0$ and $l, m$, and $n$ are not all zero; or (vi) $\epsilon=0$ and $q$ is the ( $\alpha, \beta$ ) eliminant of

$$
\begin{aligned}
& x=i \beta \sin \alpha+\mu(\alpha, \gamma), \\
& y=i \beta \cos \alpha-\int^{\alpha} \mu_{\alpha}(a, \gamma) \tan a d a+\alpha_{0}(\gamma),
\end{aligned}
$$

and

$$
z=\beta
$$

where $\mu(\alpha, \gamma)$ and $a_{0}(\gamma)$ are arbitrary functions.
Proof: The argument in the proof of Theorem 2.2 generalizes to the complex case to yield the complexification of Eqs. (2.6), viz.,

$$
\begin{equation*}
(\nabla Q)^{2} \equiv \nabla Q \cdot \nabla Q=b^{2} \tag{3.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla^{2} Q\right)^{2}=-2 \nabla Q \cdot \nabla\left(\nabla^{2} Q\right) \tag{3.1b}
\end{equation*}
$$

where $b$ is a constant, and $g(t, x, y, z)=b t+Q(x, y, z)$ is such that $k_{a}=g_{: a}$. Since $Q$ is no longer required to be real, the case $b=0$ in Eq. (3.1a) is now admissible.

The system (3.1) is a particular case of the system of potential equations (1.2) previously investigated. ${ }^{2}$ The general solution is therefore obtained by employing Theorem 3.1 of Ref. 2 (and writing $a=Q / b$ if $b \neq 0$ ), and the theorem is proved.

Corollary 1: In complexified Minkowski space-time, any "time-invariant" hypersurface-orthogonal shearfree null geodesic congruence can be associated with a family of equipotentials in complexified three-dimensional Euclidean space. In case (i) of Theorem 3.1, these equipotentials are planes (the principal curvatures are zero; the normal geodesic congruence satisfies $\theta=\sigma=0$ ); in case (ii) they are spheres (the principal curvatures are equal and nonzero; the normal geodesic congruence satisfies $\theta \neq 0=\sigma$ ); in case (iii) the principal curvatures of the equipotentials are zero and the normal geodesic congruence satisfies $\theta=\sigma=0$; in case (iv) the principal curvatures of the equipotentials are equal and nonzero and the normal geodesic congruence satisfies $\theta \neq 0=\sigma$; in case ( $\mathbf{v}$ ) the equipotentials are null planes (i.e., elements of the set ${ }^{2,3} \mathscr{S}$ ) and the normal geodesic congruence satisfies $\theta=\sigma=0$; and in case (vi) the equipotentials are nonplanar null surfaces (i.e., elements of the set ${ }^{2,3} \mathscr{I}$ and the normal geodesic congruence satisfies $\theta \neq 0=\sigma$.

Proof: This follows immediately from Table I of Ref. 2. We note that the quantities $\theta$ and $\sigma$ refer both to the spacetime congruence and to the auxiliary congruence of rays orthogonal to the equipotentials in complex Euclidean space.

Remark: As observed in Ref. 2, case (ii) is recoverable from case (iv) by the specialization $\phi^{\prime \prime \prime}(\beta)=A(\beta)=0$.

Our main result is as follows:
Theorem 3.2: There is a mapping $\chi$ of the set $S$ of expanding (generally, non-hypersurface-orthogonal) shearfree null geodesic $\mathbf{k}$ congruences in real Minkowski space-time that are invariant under a timelike translational Killing vector $\xi$ into the set $\widetilde{S}$ in complexified Minkowski space-time $M^{*}$ of expanding hypersurface-orthogonal shearfree null geodesic $\overline{\mathbf{k}}$ congruences that are invariant under the action of $\boldsymbol{\xi}$ (the complex analytic extension of $\boldsymbol{\xi}$ ), and which satisfy $\tilde{\mathbf{k}} \cdot \tilde{\xi} \neq 0$. Conversely, there is a mapping $\psi$ of the set $\widetilde{S}$ of such congruences into the set $S$ of congruences in $M$.

Furthermore, there is an equivalence relation $R$ on the set $\widetilde{S}$ such that the maps $\chi: S \rightarrow \widetilde{S} / R$ and $\psi: \widetilde{S} / R \rightarrow S$ are bijective; $\psi^{\circ} \chi=$ identity on $S$ and $\chi^{\circ} \psi=$ identity on $\widetilde{S}$.

Proof: (a) We first prove the existence of the maps $\chi$ and $\psi$ :
(i) Suppose that we have an expanding shearfree null geodesic congruence in real Minkowski space-time, whose affinely parametrized tangent vector is $\mathbf{k}$. Suppose further that this congruence is invariant under a timelike translational Killing vector $\boldsymbol{\xi}$. Choose coordinates ( $t, x, y, z$ ) in Eqs. (1.2) such that $\boldsymbol{\xi}=\partial / \partial t$ (without loss of generality, $\boldsymbol{\xi}$ is a unit vector). Then, by Theorem I of Ref. 4 (in our notation; see also the remark after Theorem 2.2 above), there is a set of coordinates $(u, v, \zeta, \bar{\zeta})$ such that either $k=d \mathbf{v}$ of $\mathbf{k}=-(d \mathbf{u}$ $+\bar{Y} d \zeta+Y d \bar{\zeta}-Y \bar{Y} d \mathbf{v})$, where either $Y$ is constant, or $Y=Y(x, y, z)$ is a complex function, defined implicitly by

$$
\begin{aligned}
& -\frac{1}{\sqrt{2}} F(Y, u+Y \bar{\xi}, \zeta-Y v) \\
& \quad \equiv \phi(Y)+\frac{1}{\sqrt{2}}(\zeta-Y v)-\frac{1}{\sqrt{2}} Y(u+Y \bar{\zeta})=0
\end{aligned}
$$

where $\phi$ is an arbitrary analytic function of $Y$. The cases where $\mathbf{k}=d \mathbf{v}$ or where $Y$ is constant are inadmissible, since then the congruence is nonexpanding. Define $q=q(x, y, z)$ $\equiv-(1 / \sqrt{ } 2) F_{Y}=\phi^{\prime}(Y)-(1 / \sqrt{ } 2)(u+v+2 Y \bar{\xi}) . \mathrm{By}$ the remarks following Eq. (2.10), we obtain $(\nabla q)^{2}=1$ and $\nabla^{2} q=2 / q$ [which implies $\left(\nabla^{2} q\right)^{2}=-2 \nabla q \cdot \nabla\left(\nabla^{2} q\right)$; cf. Eq. (2.6)]. The hypersurfaces $\{t-q=$ constant $\}$ are null and, in general, complex [from the remarks following Eq. (2.10), they are real if and only if $\phi(Y) \equiv \bar{c} Y^{2}+b Y+c$ for some complex constant $c$ and real constant $b]$. Moreover, the (complex) vector field $\tilde{\mathbf{k}}=d \mathbf{t}-d \mathbf{q}$ is null, hypersurfaceorthogonal, invariant under the action of $\tilde{\boldsymbol{\xi}}=\partial / \partial t$, satisfies $\mathbf{k} \cdot \tilde{\xi} \neq 0$, and, from the arguments used in the proofs of
Lemma 2.1 and Theorems 2.2 and 3.1, is geodesic, shearfree, and has nonzero expansion scalar. The procedure outlined above serves to define the map $\chi$.
(ii) Suppose conversely that we have an expanding hy-persurface-orthogonal shearfree null geodesic congruence in complexified Minkowski space-time that is invariant under the action of $\tilde{\xi}=\partial / \partial t$, whose affinely parametrized tangent vector is $\tilde{\mathbf{k}}$, where $\tilde{\mathbf{k}} \cdot \tilde{\xi} \neq 0$. As in the proof of Theorem 3.1, we may write $\tilde{k_{a}}=g_{; a}$ for some (complex) function $g$, where $g(t, x, y, z)=b t+Q(x, y, z)$ and

$$
\begin{equation*}
(\nabla Q)^{2} \equiv \nabla Q \cdot \nabla Q=b^{2} \tag{3.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla^{2} Q\right)^{2}=-2 \nabla Q \cdot \nabla\left(\nabla^{2} Q\right) \tag{3.3b}
\end{equation*}
$$

where $b=\tilde{\mathbf{k}} \cdot \tilde{\xi}$ is a nonzero constant.
By Theorem 3.1 and its Corollary, there are two classes of solution to Eqs. (3.3) for which $\theta \neq 0=\sigma$. These were labeled (ii) and (iv) in Theorem 3.1. As we observed in Ref. 2 and the remark following Theorem 3.1, we can recover solution (ii) from (iv) by the specialization $\phi^{\prime \prime \prime}(\beta)=A^{\prime}(\beta)$ $=0$. This means that in either case we can construct a function $Y \equiv \beta$ satisfying Eq. (3.2). We now define the real vector $\mathbf{k}=-(d \mathbf{u}+\bar{Y} d \zeta+Y d \bar{\xi}-Y \bar{Y} d \mathbf{v})$. The integral curves of the $\mathbf{k}$ congruence form an (affinely parametrized) expanding shearfree null geodesic congruence in real Minkowski space-time (this follows from Sec. 2). Moreover, the congruence is invariant under the action of $\xi=\partial / \partial t$, since $Y=Y(x, y, z)$, and the congruence is hypersurface-orthogonal if and only if $\phi(Y) \equiv \bar{c} Y^{2}+b Y+c$ for some complex constant $c$ and real constant $b$. The procedure thus described serves to define the map $\psi$.
(b) We have thus exhibited the existence of the maps $\chi$ and $\psi$ and we now examine their properties:

We define a relation $R$ on the set $\widetilde{S}$ by the requirement that any two members of $\widetilde{S}$ are related by $R$ if and only if, when expressed in terms of solutions to Eqs. (3.3), the functions $\phi(\beta)$ are identical [but the functions $A(\beta)$ may differ]. This relation is clearly an equivalence relation. Moreover, by the above construction of the maps $\chi$ and $\psi$, it is clear that $\psi^{\circ} \mathcal{X}$ is the identity on $S$, and that $\chi^{\circ} \psi$ is the identity on $\widetilde{S}$, from which it follows that $\chi$ and $\psi$ are bijective maps.
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## APPENDIX. GENERATION OF NULL CONES

We show that if $Y=(-z \pm r) /(x-i y)$, where $r=\left(x^{2}\right.$ $\left.+y^{2}+z^{2}\right)^{1 / 2}$, then $k_{a}=f g_{;}$, where $g=g[[(u-v) / \sqrt{ } 2]$ $\left.\pm\left[2 \zeta \bar{\xi}+\frac{1}{2}(u+v)^{2}\right]^{1 / 2}\right\}=g(t \pm r)$, and $[1 \pm(z / r)]$
$\times f g^{\prime}(t \pm r)=-\sqrt{ } 2$, in agreement with the claim made in Sec. 2. This is done by employing Eq. (1.5a), which requires that

$$
\begin{align*}
f g_{u} & =-1  \tag{A1}\\
f g_{v} & =Y \bar{Y}  \tag{A2}\\
f g_{\zeta} & =-\bar{Y} \tag{A3}
\end{align*}
$$

and

$$
\begin{equation*}
f g_{\xi}=-Y \tag{A4}
\end{equation*}
$$

where Eqs. (A3) and (A4) imply that $f \zeta g_{\zeta}=-\zeta \bar{Y}$

$$
=-\bar{\xi} Y=\bar{f} \bar{\zeta}_{\xi}, \text { from which we get } g=g(\zeta \bar{\xi}, u, v) \text {. Let }
$$

$$
U=u+v, V=u-v \text { and } W=v\left[4 \zeta \bar{\xi}+(u+v)^{2}\right] \text {. Then }
$$

Eqs. (A1) $+(\mathrm{A} 2)-(\mathrm{A} 3)$ shows that $g_{U}=0$. Equations (A1) and (A3) become

$$
f\left(g_{W} \frac{U}{W}+g_{V}\right)=-1
$$

and

$$
f \frac{g_{W}}{W}\left(W^{2}-U^{2}\right)=U \mp W
$$

Eliminating $f$, we obtain

$$
U g_{W}+W g_{v}=(U \pm W) g_{W}
$$

from which we get

$$
g_{V}= \pm g_{W}
$$

Thus, $g$ is a function of $V \pm W=u-v \pm \vee[4 \zeta \bar{\zeta}$ $\left.+(u+v)^{2}\right]$ only, i.e., $g=g\{[(u-v) / \sqrt{ } 2]$ $\left.\pm\left[2 \zeta \bar{\xi}+\frac{1}{2}(u+v)^{2}\right]^{1 / 2}\right\}=g(t \pm r)$, where $r=\left(x^{2}+y^{2}\right.$ $\left.+z^{2}\right)^{1 / 2}$. Direct substitution of this result into Eq. (A1) shows that $[1+(z / r)] f g^{\prime}(t \pm r)=-\sqrt{ } 2$.
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Using the terminology of Jet bundles, we determine generalized symmetries of the Yang equations

$$
\begin{aligned}
& f\left(f_{y \bar{y}}+f_{z \bar{z}}\right)-f_{y} f_{\bar{y}}-f_{z} f_{\bar{z}}-e_{y} g_{\bar{y}}-\epsilon_{z} g_{\bar{z}}=0, \\
& f\left(e_{y \bar{y}}+e_{z \bar{z}}\right)-2 e_{y} f_{\bar{y}}-2 e_{z} f_{\bar{z}}=0 . \\
& f\left(g_{y \bar{y}}+g_{z \bar{z}}\right)-2 g_{\bar{y}}-2 g_{\bar{y}} f_{y}-2 g_{\bar{z}} f_{z}=0,
\end{aligned}
$$

which are equivalent to the self-dual Yang-Mills equations in a particular gauge. The Bäcklund transformations of Corrigan et al. are derived and discussed as generalized symmetries.

## 1. INTRODUCTION

There has been a recent upsurge of interest in the classical notion of a Bäcklund transformation. ${ }^{1-9}$ In particular, there is considerable research activity aimed at formulating both an appropriate definition and also an effective computational scheme for the determination of Bäcklund transformations in more than two dimensions. The framework which seems most likely to provide the answer to both aspects is that which surrounds the formalism of jet bundles. We refer to the work of Hermann, ${ }^{10-12}$ Pirani, ${ }^{7-8}$ and Dodd ${ }^{13}$ for details of this theory and wish to concentrate our attention on the computational utility of the language of jet bundles.

By making a special choice of gauge, the $R$ gauge, Yang ${ }^{14}$ was able to show that the Yang-Mills gauge potentials in complexified Euclidean space $A^{a}{ }_{k}$ could be expressed in the form

$$
A_{k}=-\frac{1}{2} f\left[\begin{array}{cc}
\eta_{k j}^{3} \partial_{j} f, & \eta_{k j}^{1-i 2} \partial_{j} e  \tag{1.1}\\
\eta_{k j}^{1+i 2} \partial_{j} g, & -\eta_{k j}^{3} \partial_{j} f
\end{array}\right]
$$

where $A_{k}=\frac{1}{2} A^{a}{ }_{k} \sigma^{a}$ (with Pauli matrices $\sigma^{a}$ ) and $\eta^{a}{ }_{k j}$ is the 't Hooft ${ }^{15}$ tensor given by

$$
\begin{equation*}
\eta_{k j}^{a}=\epsilon_{0 a k j}+\delta_{a k} \delta_{0 j}-\delta_{a j} \delta_{0 k} \tag{1.2}
\end{equation*}
$$

The condition for the field strengths $F_{0 k}=\partial_{j} A_{k}-\partial_{k} A_{j}$
$+i\left[A_{j}, A_{k}\right]$ to be self-dual, ${ }^{*} F_{j k}=\frac{1}{2} \epsilon_{j k i e} F_{i e}=F_{j k}$ becomes

$$
\begin{align*}
& f\left(f_{y \bar{y}}+f_{z \bar{z}}\right)-f_{y} f_{\bar{y}}-f_{z} f_{\bar{z}}-e_{y} g_{\bar{y}}-e_{z} g_{\bar{z}}=0,  \tag{1.3}\\
& f\left(e_{y \bar{y}}+e_{z \bar{z}}\right)-2 e_{y} f_{\bar{y}}-2 e_{z} f_{\bar{z}}=0,  \tag{1.4}\\
& f\left(g_{y \bar{y}}+g_{z \bar{z}}\right)-2 g_{y} f_{y}-2 g_{\bar{z}} f_{z}=0, \tag{1.5}
\end{align*}
$$

where

$$
(2)^{1 / 2}\left(\begin{array}{ll}
y & -\bar{z} \\
z & -\bar{y}
\end{array}\right)=x_{\mu} \sigma^{\mu}
$$

and $\bar{y}, \bar{z}$ are complex variables independent of $y^{*}$ and $z^{*}$, the complex conjugates of $y$ and $z$.

[^6]In this paper we will use the language of jet bundle theory to determine symmetries and generalized symmetries ${ }^{16}$ of Eqs. (1.3)-(1.5), which we refer to as the Yang equations. In the following section we will determine generalized symmetries of the Yang equations and show that there is essentially only one nontrivial example of the type considered. The map so constructed is the "Bäcklund map" of Corrigan et al. ${ }^{17}$ Despite the fact that no generally accepted definition of a Bäcklund map in higher dimensions has yet been formulated, it is unlikely that the name will eventually be associated with this example. Generally speaking, some form of integrability condition is involved in a Bäcklund transformation, and, although it is likely that this will need to be weakened, some such notation as involution ${ }^{13}$ will probably be retained. Here we show that a generalized symmetry is a correct description of the Corrigan et al. mapping.

A Bäcklund transformation from an equation to itself (an auto-Bäcklund) is, in two dimensions, essentially a single discrete symmetry akin to parity or charge conjugation. Acting on a solution $\phi$ of its appropriate evolution equation, we find that

$$
\begin{equation*}
B^{2} \phi=\phi \tag{1.6}
\end{equation*}
$$

With such a single operator a family of operators can be associated by utilizing the symmetries of the relevant evolution equation. Generally, in examples such as the sine-Gordon equation or Korteweg-de Vries equation, there is only a one-parameter family but there is no particular reason for that. If $L_{\alpha}$ is a symmetry transformation, either space-time or internal, which is paramerized by a set of labels $\alpha$, we can define a multiparameter Bäcklund map $B_{\alpha}$ corresponding to a single Bäcklund map $B$ by

$$
\begin{equation*}
B_{\alpha}=L_{\alpha}^{-1} B L_{\alpha} \tag{1.7}
\end{equation*}
$$

Thus there are two parts to a Bäcklund transformation. We must determine both a discrete mapping and also its interaction with the space-time or internal symmetrys $L_{\alpha}$ of its evolution equation.

The "Bäcklund map" of Corrigan et al. ${ }^{17}$ has property (1.6), and in the final two sections of this paper we determine both internal symmetry transformations of the Yang equations which may be compounded with the single map $B$ to give alternative forms of a "Bäcklund map" and also space-
time symmetries which may be combined, as in (1.7), to give a more general multiparameter form. Although most of our results are already known, the overall approach is novel and illustrates clearly the advantage of the jet bundle approach. We answer in the affirmative the question posed by Corrigan et al. ${ }^{17}$ as to whether or not they have found the most general "Bäcklund map." That we are able to solve the equations that arise is due to the remarkable, and not yet fully explored, structure of the Yang equations.

## 2: THE "BÄCKLUND TRANSFORMATION" AS A GENERALIZED SYMMETRY

The Yang equations are given by
$f\left(f_{, y \bar{y}}+f_{, z \bar{z}}\right)-f_{, y} f_{\bar{y}}-f_{, z} f_{, \bar{z}}-e_{, y} g_{, \bar{y}}-e_{, z} g_{, \bar{z}}=0$
$f\left(e_{, y \bar{y}}+e_{, z \bar{z}}\right)-2 e_{, y} f_{\bar{y}}-2 e_{, z} f_{\cdot \bar{z}}=0$,
$f\left(g_{, y \bar{y}}+g_{, z \bar{z}}\right)-2 g_{, \bar{y}} f_{, y}-2 g_{, \bar{z}} f_{, z}=0$.
Let us denote the base space with coordinates $z_{1}=y$,
$\bar{z}_{1}=\bar{y}, z_{2}=z, \bar{z}_{2}=\bar{z}$ by $M$. We note that only certain first derivatives occur in the equation, and, to utilize that property, we define the variables $\psi^{a}$ by

$$
\begin{equation*}
\left(\psi^{1}, \psi^{2}, \psi^{3} \psi^{4}, \psi^{5}\right)=\left(f, e_{y}, e_{z}, g_{\bar{y}}, g_{\bar{z}}\right) \tag{2.4}
\end{equation*}
$$

and denote the space with coordinates $\psi^{a}$ by $N$. We denote the jet bundle coordinates corresponding to derivatives $\partial_{z^{\prime \prime}} \psi^{b}, \partial_{\bar{z}^{a}} \psi^{b}$ by $\psi_{a}^{b}, \psi_{\bar{a}}^{b}$ and similarly for the coordinates corresponding to higher derivatives. Changing to $\psi^{a}$ eases the computations as one gains first-order expressions for all functions except $\psi^{1}$.

Once we add the additional equations $\psi_{2}^{2}=\psi_{1}^{3}$ and $\psi_{1}^{5}$ $=\psi_{2}^{4}$ the equations in the $\psi^{a}$ are completely equivalent to the original Yang equations. The resulting equations are functions on $J^{2}(M, N)$ and we will determine the Corrigan et al. "Bäcklund transformation" as a symmetry of the equations expressed in the $\psi^{a}$ rather than a normal Bäcklund map which is associated with integrability conditions.

In terms of the natural coordinates on the jet bundle $J^{2}(M, N)$ we have an ideal generated by five functions $\alpha_{i}$ defined as follows:
$\psi^{\prime}\left(\psi_{1 \overline{1}}^{1}+\psi_{2 \overline{2}}^{1}\right)-\psi_{1}^{1} \psi_{1}^{\frac{1}{1}}-\psi_{2}^{1} \psi_{2}^{\frac{1}{2}}-\psi^{2} \psi^{4}-\psi^{3} \psi^{5}=\alpha_{1}$,
$\psi^{1}\left(\psi_{1}^{2}+\psi_{2}^{3}\right)-2 \psi^{2} \psi_{1}^{1}-2 \psi^{3} \psi_{2}^{1}=\alpha_{2}$,
$\psi^{1}\left(\psi_{1}^{4}+\psi_{2}^{5}\right)-2 \psi^{4} \psi_{1}^{1}-2 \psi^{5} \psi_{2}^{1}=\alpha_{3}$,
$\psi_{2}^{2}-\psi_{1}^{3}=\alpha_{4}$,
$\psi_{1}^{5}-\psi_{2}^{4}=\alpha_{\mathrm{s}}$,
$\alpha_{i}: J^{2}(M, N) \rightarrow R$.
If the mapping $f: J^{2}(M, N) \rightarrow R^{5}$ is defined by
$f: p \rightarrow\left(\alpha_{1}(p), \alpha_{2}(p)_{1}, \ldots, \alpha_{5}(p)\right)$,
then Yang's equations are expressed in jet bundle language by saying that a function $\psi: M \rightarrow N$ is a solution of the Yang equations if

$$
\begin{equation*}
f \circ j^{2} \psi=0 \tag{2.10}
\end{equation*}
$$

Let us look for a symmetry of the equations. Consider a mapping
$B: N \rightarrow N$.
Such a map $B$ defines a map $\bar{B}=\left(\mathrm{id}_{M} \times B\right): J^{0}(M, N) \rightarrow$
$J^{0}(M, N)$, which can be uniquely lifted to
$\tilde{B}: J^{2}(M, N) \rightarrow J^{2}(M, N)$. We will call $B$ a symmetry transformation if it has the property that $\tilde{B}$ preserves the ideal generated by the $\alpha_{i}$, that is,

$$
\begin{equation*}
\tilde{B} . \alpha_{i}=\alpha_{i} \circ \widetilde{B}=\gamma_{i}^{k} \alpha_{k} \tag{2.11}
\end{equation*}
$$

We could allow products of the $\alpha_{j}$ on the right-hand side, but we do not do so here. The equations

$$
\tilde{B} . \alpha_{5}=\gamma_{5}{ }^{k} \alpha_{k}
$$

and

$$
\tilde{B} . \alpha_{4}=\gamma_{4}{ }^{k} \alpha_{k}
$$

show that if $B: \psi^{a} \rightarrow \psi^{\prime}$, then

$$
\begin{align*}
& \psi^{\prime 2}=c^{1}\left(\psi^{1}\right)^{-2} \psi^{5}+c^{2} \psi^{2}+c^{3}  \tag{2.12}\\
& \psi^{\prime 3}=-c^{1}\left(\psi^{1}\right)^{-2} \psi^{4}+c^{2} \psi^{3}+c^{4} \tag{2.13}
\end{align*}
$$

and

$$
\begin{align*}
& \psi^{\prime 4}=c^{5}\left(\psi^{1}\right)^{-2} \psi^{3}+c^{6} \psi^{4}+c^{7}  \tag{2.14}\\
& \psi^{\prime 5}=-c^{5}\left(\psi^{1}\right)^{-2} \psi^{2}+c^{6} \psi^{5}+c^{8} \tag{2.15}
\end{align*}
$$

where the $c^{2}$ are constants.
The equations

$$
\tilde{B} * \alpha_{2}=\gamma_{2}{ }^{k} \alpha_{k}
$$

and

$$
\tilde{B} . \alpha_{3}=\gamma_{3}{ }^{k} \boldsymbol{\alpha}_{k}
$$

give rise to two solutions.
In the first $c^{j}=0, j \neq 1,5$, and $\psi^{1}=c^{9} / \psi^{1}$ for constant $c^{9}$ and the mapping $B$ takes the form
$B:\left(\psi^{1}, \psi^{2}, \psi^{3}, \psi^{4}, \psi^{5}\right)$

$$
\begin{equation*}
\rightarrow\left[\frac{c^{9}}{\psi^{1}}, \frac{c^{1} \psi^{5}}{\left(\psi^{1}\right)^{2}}, \frac{-c^{1} \psi^{5}}{\left(\psi^{1}\right)^{2}}, \frac{c^{5} \psi^{3}}{\left(\psi^{1}\right)^{2}}, \frac{-c^{5} \psi^{3}}{\left(\psi^{1}\right)^{2}}\right] \tag{2.16}
\end{equation*}
$$

The final constraint

$$
\tilde{B} . \alpha_{1}=\gamma_{1}{ }^{k} \alpha_{k}
$$

is automatically satisfied by a $B$ of the above type provided only that

$$
\begin{equation*}
c^{1} c^{5}+\left(c^{9}\right)^{2}=0 \tag{2.17}
\end{equation*}
$$

The second solution is the simple scaling symmetry $S$ defined by

$$
\begin{align*}
S:\left(\psi^{1},\right. & \left.\psi^{2}, \psi^{3}, \psi^{4}, \psi^{5}\right) \\
& \rightarrow\left(c^{10} \psi^{1}, c^{2} \psi^{2}, c^{2} \psi^{3}, c^{6} \psi^{4}, c^{6} \psi^{5}\right), \tag{2.18}
\end{align*}
$$

where the invariance of $\alpha_{1}$ requires that

$$
\begin{equation*}
\left(c^{10}\right)^{2}=c^{2} c^{6} \tag{2.19}
\end{equation*}
$$

By using this scaling symmetry with $c_{2}=\left(c^{1}\right)^{-1}$,
$c_{6}=-\left(c^{5}\right)^{-1}$ we can reduce $B$ to the simple form

$$
\begin{align*}
& B:\left(\psi^{1} \psi^{2}, \psi^{3}, \psi^{4}, \psi^{5}\right) \rightarrow\left(\left(\psi^{2}\right)^{-1},\left(\psi^{1}\right)^{-2} \psi^{5},-\left(\psi^{1}\right)^{-2} \psi^{4},\right. \\
& \left.\quad\left(\psi^{1}\right)^{-2} \psi^{3},-\left(\psi^{1}\right)^{-2} \psi^{2}\right) \tag{2.20}
\end{align*}
$$

which is the "Bäcklund transformation" of Corrigan et al. ${ }^{17}$
The effect on the ideal generated by the $\alpha_{i}$ is
$\tilde{B} . \alpha_{1}=-\left(\psi^{1}\right)^{-4} \alpha_{1}$,
ह. $\cdot \alpha_{2}=+\left(\psi^{1}\right)^{-3} \alpha_{5}$,
$\tilde{B} . \alpha_{3}=+\left(\psi^{1}\right)^{-3} \alpha_{4}$,

$$
\begin{align*}
& \tilde{B}_{*} \alpha_{4}=+\left(\psi^{1}\right)^{-3} \alpha_{3}  \tag{2.24}\\
& \tilde{B}_{*} \alpha_{5}=+\left(\psi^{1}\right)^{-3} \alpha_{2} \tag{2.25}
\end{align*}
$$

$B$ is a normal symmetry of Eqs. (2.5)-(2.9). Once we introduce the potentials $e$ and $g$ to remove (2.8) and (2.9) the mapping $B$ can be regarded as a generalized symmetry of Eqs. (2.1)-(2.3) in the sense of Ovsjaninkov. ${ }^{16}$

In the following section we return to the Yang equation in the form (2.1)-(2.3) expressed in terms of the potentials $f, e$, and $g$. Regarded as equations on $J^{2}(M, P)$, where $P$ is the space of potentials ( $f, e, g$ ) they define an ideal of functions spanned by the three functions $\beta_{i}$ defined by

$$
\begin{align*}
& \beta_{1}=f\left(f_{1 \overline{1}}+f_{2 \overline{2}}\right)-f_{1} f_{\overline{1}}-f_{2} f_{\overline{\overline{2}}}-e_{2} g_{\overline{2}}  \tag{2.26}\\
& \beta_{2}=f\left(e_{1 \overline{1}}+e_{2 \overline{2}}\right)-2 e_{1} f_{\overline{1}}-2 e_{2} f_{\overline{2}}  \tag{2.27}\\
& \beta_{3}=f\left(g_{1 \overline{1}}+g_{2 \overline{2}}\right)-2 g_{\overline{1}} f_{1}-2 g_{\overline{2}} f_{2} \tag{2.28}
\end{align*}
$$

## 3. SYMMETRIES OF THE YANG POTENTIALS

Working now with the Yang equations expressed by the ideal expressed by the $\beta_{i}$, we seek a symmetry transformation $L: P \rightarrow P$. Such a map defines a mapping $\bar{L}: J^{0}(M, P) \rightarrow J^{0}(M, P)$ defined by $\bar{L}=\left(\mathrm{id}_{M} \times L\right)$.

As before, $\bar{L}$ can be uniquely lifted to a mapping $\tilde{L}: J^{2}(M, P) \rightarrow J^{2}(M, P)$. We require that $L$ leave the ideal spanned by the $\beta_{i}$ invariant in the simple linear fashion,

$$
\begin{equation*}
\tilde{L} . \beta_{i}=\gamma_{i}^{j} \beta_{j} \tag{3.1}
\end{equation*}
$$

To shorten the account of the calculations, we note that the cancellation in (3.1) of terms involving $e_{\bar{y}}, e_{\bar{z}}, g_{y}$, and $g_{z}$ may be achieved by taking $f^{\prime}, e^{\prime}, g^{\prime}$ in the form

$$
\begin{align*}
& f^{\prime}=-e^{\psi}  \tag{3.2}\\
& e^{\prime}=-\psi_{e}  \tag{3.3}\\
& g^{\prime}=-\psi_{g} \tag{3.4}
\end{align*}
$$

where $\psi: P \rightarrow P$ is a solution of the equation

$$
\begin{equation*}
\psi_{g e}=e^{2 \psi} \tag{3.5}
\end{equation*}
$$

and we have utilized elementary scaling symmetries to remove unnecessary constants assumed nonzero. By so doing we have eliminated from our solutions those $\psi$ corresponding to such simple scaling symmetries as $(f, e, g) \rightarrow$ ( $\pm f, e, g$ ).

The invariance of $\beta_{3}$ gives the following equations for $\psi:$

$$
\begin{align*}
& \left(\psi_{g f} e^{-2 \psi}\right)_{f}=-f^{-1}\left(\psi_{g f} e^{-2 \psi}\right)  \tag{3.6}\\
& \left(\psi_{g g} e^{-2 \psi}\right)_{f}=-2 f^{-1}\left(\psi_{g g} e^{-2 \psi}\right)  \tag{3.7}\\
& \left(\psi_{g g} e^{-2 \psi}\right)_{e}=-f^{-1}\left(\psi_{g f} e^{-2 \psi}\right)  \tag{3.8}\\
& \left(\psi_{g f} e^{-2 \psi}\right)_{g}=0  \tag{3.9}\\
& \left(\psi_{g f} e^{-2 \psi}\right)_{e}=-2 f^{-1}\left(\psi_{g e} e^{-2 \psi}\right)=-2 f \tag{3.10}
\end{align*}
$$

These equations can easily be reduced to

$$
\begin{align*}
& \psi_{g g} e^{-2 \psi}=\left(e^{2}+B e+C\right) f^{-2}  \tag{3.11}\\
& \psi_{g e} e^{-2 \psi}=-(2 e+B) f^{-1} \tag{3.12}
\end{align*}
$$

where $B$ and $C$ are constants.
Similarly the invariance of $\beta_{2}$ yields the two equations

$$
\begin{align*}
& \psi_{e e} e^{-2 \psi}=\left(g^{2}+D g+H\right) f^{-2},  \tag{3.13}\\
& \psi_{e f} e^{-2 \psi}=-(2 g+D) f^{-2}, \tag{3.14}
\end{align*}
$$

where $D$ and $H$ are constants.
The invariance of $\beta_{1}$ produces the following equations for $\psi$ :

$$
\begin{align*}
f^{-1} \psi_{f}+ & \psi_{f f}=e^{-2 \psi} \psi_{e f} \psi_{g f}  \tag{3.15}\\
\left(e^{-2 \psi}\right)_{e}= & -(2 g+D)+f^{-2}\left(g^{2}+D g+H\right) \\
& \times(2 e+B)  \tag{3.16}\\
\left(e^{-2 \psi}\right)_{g}= & -(2 e+B)+f^{-2}\left(e^{2}+B e+C\right)  \tag{3.17}\\
& \times(2 g+D) \\
\left(e^{-2 \psi}\right)_{f}= & 2 f-2 f^{-3}\left(g^{2}+D g+H\right)  \tag{3.18}\\
& \times\left(e^{2}+B e+C\right)
\end{align*}
$$

Equations (3.16)-(3.18) can be integrated to give

$$
\begin{align*}
e^{-2 \psi}= & K-\left(2 g e+D e+B g-f^{2}\right) \\
& +f^{-2}\left(g^{2}+D g+H\right)\left(e^{2}+B e+C\right) \tag{3.19}
\end{align*}
$$

where $K$ is a constant.
The result must now be substituted back in (3.15) to find the constraints that are implied upon the constants $K, B$, $C, D, H$.

$$
\begin{align*}
& \text { If we define } \\
& \alpha=\left(g^{2}+D g+H\right)\left(e^{2}+B e+C\right)  \tag{3.20}\\
& \beta=-(2 g e+D e+B g-K)  \tag{3.21}\\
& \gamma=(2 g+D)(2 e+B) \tag{3.22}
\end{align*}
$$

then
$e^{-2 \psi}=f^{2}+\alpha f^{-2}+\beta \quad$ and $\quad \psi_{f}=\frac{-f+\alpha f^{-3}}{f^{2}+\alpha f^{-2}+\beta}$.

This is a solution of Eq. (3.15) which can be written in the form

$$
\begin{equation*}
\left(f \psi_{f}\right)_{f}=\gamma f^{-1} e^{2 \psi} \tag{3.24}
\end{equation*}
$$

if

$$
\begin{equation*}
\gamma=-2 \beta \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma^{2}=16 \alpha \tag{3.26}
\end{equation*}
$$

These conditions require that $4 H=D^{2}, 4 C=B^{2}$, and
$K=-D B / 2$.
Therefore, our final expression for $e^{-2 \psi}$ is

$$
\begin{equation*}
e^{2 v}=f^{2}-2 \tilde{g} \tilde{e}+f^{-2} \tilde{g}^{2} \tilde{e}^{2}=\left(\tilde{g} \tilde{e}-f^{2}\right)^{2} f^{-2} \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{g}=g+D / 2 \quad \text { and } \quad \tilde{e}=e+B / 2 \tag{3.29}
\end{equation*}
$$

An $\psi$ of this form is easily found to satisfy Eqs. (3.4) and (3.11)-(3.14). The potentials $\tilde{g}$ and $\tilde{e}$ are simply constant shifts corresponding to a trivial translational gauge symmetry, and without loss of generality we can take $D=B=0$.

Finally then we have essentially a single symmetry $L$ which is not of a scaling or translational type and it is given by

$$
\begin{align*}
& f^{\prime}=-e^{+\psi}=-f /\left(e g-f^{2}\right)  \tag{3.30}\\
& e^{\prime}=-\psi_{e}=g /\left(e g-f^{2}\right) \tag{3.31}
\end{align*}
$$

$$
\begin{equation*}
g^{\prime}=-\psi_{g}=e /\left(e g-f^{2}\right) \tag{3.32}
\end{equation*}
$$

and its action on the ideal generators $\beta_{i}$ is

$$
\begin{align*}
& \widetilde{L_{*}} \beta_{1}=\left[\left(e g+f^{2}\right) \beta_{1}-g f \beta_{2}-e f \beta_{3}\right] /\left(e g-f^{2}\right)^{3},  \tag{3.33}\\
& \widetilde{L} \cdot \beta_{2}=\left(\beta_{3}+g^{2} \beta_{2}-2 g \beta_{1}\right) f^{2} /\left(e g-f^{2}\right)^{3},  \tag{3.34}\\
& \widetilde{L} \cdot \beta_{3}=\left(\beta_{2}+e^{2} \beta_{3}-2 e \beta_{1}\right) f^{2} /\left(e g-f^{2}\right)^{3} . \tag{3.35}
\end{align*}
$$

$L$ has the property (1.6) that

$$
\begin{equation*}
L^{2}=1 \tag{3.36}
\end{equation*}
$$

This is most easily seen if we define the matrix $Q$ by

$$
Q=\left(\begin{array}{ll}
e & f  \tag{3.37}\\
f & g
\end{array}\right)
$$

then

$$
L: Q \rightarrow Q^{-1} \text { and (3.36) is plainly true. }
$$

The elementary scaling and translational symmetries corresponding to those in Eqs. (2.15)-(2.19) are $T_{ \pm}(\underline{\alpha})$ defined by

$$
\begin{equation*}
T_{ \pm}(\alpha):(f, e, g)\left( \pm\left(\alpha_{1} \alpha_{2}\right)^{1 / 2} f, \alpha_{1} e+\alpha_{3}, \alpha_{2} g+\alpha_{4}\right) \tag{3.38}
\end{equation*}
$$

This mapping can also be expressed in terms of the matrix $Q$ by

$$
\begin{equation*}
T_{ \pm}(\alpha): Q \rightarrow a Q a+b, \tag{3.39}
\end{equation*}
$$

where

$$
a=\left(\begin{array}{cc}
\sqrt{\alpha_{1}} & 0 \\
0 & \pm \sqrt{\alpha_{2}}
\end{array}\right)
$$

and

$$
b=\left(\begin{array}{cc}
\alpha_{3} & 0  \tag{3.40}\\
0 & \alpha_{4}
\end{array}\right)
$$

and in future we will denote $T_{ \pm}(\alpha)$ by $T(a, b)$, where $a, b$ are arbitrary diagonal matrices and we can, without loss of anything but trivial solutions, take $a$ as nonsingular. Such $T(a, b)$ form a noncommutative group with composition law

$$
\begin{equation*}
T(a, b) T(c, d)=T(a c, a d a+b) \tag{3.41}
\end{equation*}
$$

and

$$
\begin{equation*}
T^{-1}(a, b)=T\left(a^{-1},-a^{-1} b a^{-1}\right) . \tag{3.42}
\end{equation*}
$$

The most general transformation constructed from the $T(a, b)$ and $L$ takes the form

$$
\begin{equation*}
L_{ \pm}(a, b, c, d)= \pm T(a, b) L T(c, d) \tag{3.43}
\end{equation*}
$$

The action of $L_{ \pm}(a, b, c, d)$ on $Q$ is

$$
\begin{equation*}
L_{\mp}(a, b, c, d): Q \rightarrow(A Q+B)(C Q+D)^{-1}, \tag{3.44}
\end{equation*}
$$

where

$$
\begin{align*}
& A= \pm b a^{-1} c, \quad B= \pm\left(a c^{-1}+b a^{-1} d c^{-1}\right) \\
& C=a^{-1} c, \quad \text { and } \quad D=a^{-1} d c^{-1} \tag{3.45}
\end{align*}
$$

which satisfy the constraint

$$
\begin{equation*}
A D-B C=\mp 1 \tag{3.46}
\end{equation*}
$$

This shows that the symmetry group $G$ we have discovered is isomorphic to the set of $4 \times 4$ matrices of the form $M(A, B, C, D)$ defined by

$$
M(A, B, C, D)=\left(\begin{array}{ll}
A & B  \tag{3.47}\\
& \\
C & D
\end{array}\right)
$$

where the $A, B, C, D$ are diagonal matrices with the property

$$
\begin{equation*}
A D-B C=\mp 1 \tag{3.48}
\end{equation*}
$$

The multiparameter family of discrete maps corresponding to $L_{\mp}$ and defined by

$$
\begin{equation*}
L_{\mp}(c, d)=T^{-1}(c, d) L_{\mp} T(c, d) \tag{3.49}
\end{equation*}
$$

corresponds to the subgroup of $G$ consisting of matrices $l_{\mp}(c, d)$ of the form

$$
l_{\mp}(c, d)=\left(\begin{array}{cc}
\mp d & \pm c^{-2}\left(1-d^{2}\right)  \tag{3.50}\\
c^{2} & d
\end{array}\right)
$$

which naturally have the property

$$
\begin{equation*}
l_{\mp}^{2}(c, d)=1 . \tag{3.51}
\end{equation*}
$$

The two components of the symmetry group $G_{+}$and $G_{-}$ corresponding to $=A D-B C= \pm 1$ are connected by the discrete transformation $T=T(i, 0)$

$$
\begin{equation*}
T G_{ \pm}=G_{\mp} T \tag{3.52}
\end{equation*}
$$

One cannot combine the maps $B$ and $L$ regarded as symmetries as they act on different spaces. However, if we regard $B$ as a generalized symmetry, ${ }^{16}$ we can make sense of the map $\widehat{B}=L B, \widehat{B}:(f, e, g) \rightarrow\left(f^{\prime}, e^{\prime}, g^{\prime}\right)$, which provides a "Bäcklund transformation" in the form

$$
\begin{align*}
& f=-\frac{\left(e^{\prime} g^{\prime}-f^{\prime 2}\right)}{f^{\prime}},  \tag{3.53}\\
& \partial_{\bar{y}}\left(\frac{e^{\prime}}{e^{\prime} g^{\prime}-f^{\prime 2}}\right)=-\frac{1}{f^{2}} \partial_{z} e,  \tag{3.54}\\
& \partial_{z}\left(\frac{g^{\prime}}{e^{\prime} g^{\prime}-f^{\prime 2}}\right)=-\frac{1}{f^{2}} \partial_{\bar{y}} g,  \tag{3.55}\\
& \partial_{\bar{z}}\left(\frac{e^{\prime}}{e^{\prime} g^{\prime}-f^{\prime 2}}\right)=\frac{1}{f^{2}} \partial_{y} e,  \tag{3.56}\\
& \partial_{y}\left(\frac{g^{\prime}}{e^{\prime} g^{\prime}-f^{\prime 2}}\right)=\frac{1}{f^{2}} \partial_{\bar{z}} g, \tag{3.57}
\end{align*}
$$

which is the alternative form given by Corrigan et al. ${ }^{17}$

## 4. COORDINATE SYMMETRIES

Let $X: M \rightarrow M$ be defined by
$X:(y, z, \bar{y}, \bar{z}) \rightarrow(Y, Z, \bar{Y}, \bar{Z})$.
If we assume that the $\psi^{a}$ are scalars, then $\boldsymbol{x}$ may be uniquely lifted to a mapping $\widetilde{X}: J^{2}(M, N) \rightarrow J^{2}(M, N)$, where $\widetilde{X}$ is the lift of $\bar{X}=\left(X \times\right.$ id $\left._{M}\right)$. Let us seek a symmetry which preserves the ideal generated by the $\alpha_{i}$ in the sense that

$$
\begin{equation*}
X^{*} \alpha_{i}=\gamma_{i}^{j} \alpha_{j}^{\prime} \tag{4.1}
\end{equation*}
$$

where the $\alpha_{j}^{\prime}$ are the $\alpha_{j}$ expressed in the coordinate system ( $Y, Z, \bar{Y}, \bar{Z}$ ). The invariance of $\alpha_{4}$ and $\alpha_{5}$ shows that

$$
\begin{array}{ll}
Y=\alpha y, & \bar{Y}=\beta \bar{y} \\
Z=\alpha z, & \bar{Z}=\beta \bar{z} \tag{4.2}
\end{array}
$$

This immediately implies the invariance of $\alpha_{2}$ and $\alpha_{3}$ and the invariance of $\alpha_{1}$ requires that $\alpha \beta=1$. We denote the transformation arrived at by $X_{\alpha}$. Thus

$$
\begin{equation*}
X_{\alpha}:(y, z, \bar{y}, \bar{z}) \rightarrow\left(\alpha y, \alpha z, \alpha^{-1} \bar{y}, \alpha^{-1} \bar{z}\right) \tag{4.3}
\end{equation*}
$$

The action on the ideal generators is given by

$$
\begin{align*}
& X^{*} \alpha_{1}=\alpha_{1}^{\prime}, \quad X^{*} \alpha_{2}=(1 / \alpha) \alpha_{2}^{\prime}, \quad X^{*} \alpha_{3}=\alpha \alpha_{3}^{\prime}, \\
& X^{*} \alpha_{4}=\alpha \alpha_{4}^{\prime}, \quad X^{*} \alpha_{5}=(1 / \alpha) \alpha_{5}^{\prime} . \tag{4.4}
\end{align*}
$$

Clearly as the map $B$ is an internal symmetry, we will not obtain a family of "Bäcklund maps" by combining $B$ and $X_{\alpha}$ as in (1.7). The nature of the $\psi^{\alpha}$ as derivative of potentials must be included, and as our next step we must implement the fact that the $\psi^{a}$ are no longer all scalars when we extend our mapping $X$ to the jet bundle $J^{2}(M, N)$. Let

$$
\begin{equation*}
X:(y, \bar{y}, z, \bar{z}) \rightarrow(Y(y, z), \bar{Y}(\bar{y}, \bar{z}), Z(y, z) \bar{Z}(\bar{y}, \bar{z})) ; \tag{4.5}
\end{equation*}
$$

then this defines a mapping $\bar{X}$ on $J^{0}(M, N)$ given by

$$
\begin{equation*}
\bar{X}=(X \times L) \tag{4.6}
\end{equation*}
$$

where $L: N \rightarrow N$ is given by

$$
\begin{align*}
& L:\left(\psi^{1}, \psi^{2}, \psi^{3}, \psi^{4}, \psi^{5}\right) \rightarrow\left(\psi^{\prime}, Y_{1} \psi^{\prime 2}+Z_{1} \psi^{\prime 3}, \psi^{\prime 2} Y_{2}+\psi^{\prime 3} Z_{2},\right. \\
& \left.\quad \psi^{\prime 4} \bar{Y}_{\overline{1}}+\psi^{\prime 5} \bar{Z}_{\overline{1}}^{\prime} \psi^{\prime 4} \bar{Y}_{\overline{2}}+\psi^{\prime 5} \bar{Z}_{\overline{2}}\right) . \tag{4.7}
\end{align*}
$$

The map $\bar{X}$ can now be lifted uniquely to a map $\widetilde{X}$ :
$J^{2}(M, N) \rightarrow J^{2}(M, N)$. Such a map $\widetilde{X}$ automatically preserves $\alpha_{5}$ and $\alpha_{4}$ as

$$
\begin{align*}
& \widetilde{X}^{*} \alpha_{5}=\left(\bar{Y}_{\overline{1}} \bar{Z}_{\overline{2}}-\bar{Z}_{\overline{1}} \bar{Y}_{\overline{2}}\right) \alpha_{5}^{\prime},  \tag{4.8}\\
& \widetilde{X}^{*} \alpha_{4}=\left(Y_{1} Z_{2}-Z_{1} Y_{2}\right) \alpha_{4}^{\prime} . \tag{4.9}
\end{align*}
$$

The invariance of $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$ requires only that

$$
\begin{align*}
& Y_{1} \bar{Y}_{\overline{1}}+Y_{2} \bar{Y}_{\overline{2}}=Z_{1} \bar{Z}_{\overline{1}}+Z_{2} \bar{Z}_{\overline{2}},  \tag{4.10}\\
& Y_{1} \bar{Z}_{\overline{1}}+Y_{2} \bar{Z}_{\overline{2}}=0=Z_{1} \bar{Y}_{\overline{1}}+Z_{2} \bar{Y}_{\overline{2}} . \tag{4.11}
\end{align*}
$$

From these equations one easily shows that the functions
$Y, \bar{Y}, Z, \bar{Z}$ are linear functions of their respective arguments.
We write

$$
\begin{equation*}
\binom{Y}{Z}=A\binom{y}{z}+C \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\binom{\bar{Y}}{\bar{Z}}=B\binom{\bar{y}}{\bar{z}}+D \tag{4.13}
\end{equation*}
$$

where $A$ and $B$ are constant matrices and $C$ and $D$ constant vectors. The $C$ and $D$ correspond to translation invariance, and we set them both to zero.

Equations (4.10), (4.11) can be expressed neatly in terms of $A$ and $B$ as

$$
\begin{equation*}
A B^{T}=\mu I, \tag{4.14}
\end{equation*}
$$

where $\mu=\bar{Y}_{\overline{1}} Y_{1}+Y_{2} \bar{Y}_{\overline{2}}$ is a constant.
The action on the generations $\alpha_{i}$ is given by

$$
\begin{align*}
& \widetilde{X}^{*} \alpha_{i}=\mu \alpha_{i}^{\prime}, \quad i=1,2,3  \tag{4.15}\\
& \widetilde{X}^{*} \alpha_{4}=\operatorname{det} A \alpha_{4}^{\prime}, \quad \widetilde{X}^{*} \alpha_{5}=\operatorname{det} B \alpha_{5}^{\prime} \tag{4.16}
\end{align*}
$$

We denote the coordinate symmetry expressed by (4.12)(4.14) by $X(A, B)$. The mapping $\bar{X}(A, B): J^{0}(M, N)$ $\rightarrow J^{0}(M, N)$ defined by

$$
\bar{X}(A, B):\left[\binom{y}{z},\binom{\vec{y}}{\bar{z}},\binom{\psi^{2}}{\psi^{3}},\binom{\psi^{4}}{\psi^{5}}\right]
$$

$$
\begin{equation*}
\rightarrow\left[A\binom{y}{z}, B\binom{\bar{y}}{\bar{z}}, A^{T}\binom{\psi^{\prime 2}}{\psi^{\prime 3}}, B^{T}\binom{\psi^{\prime 4}}{\psi^{\prime 5}}\right] \tag{4.17}
\end{equation*}
$$

can be lifted to a unique transformation
$\widetilde{X}(A, B): J^{2}(M, N) \rightarrow J^{2}(M, N)$. As both $\bar{B}$ and $\bar{X}(A, B)$ act on the same space $J^{\circ}(M, N)$, we can stay at the $J^{\circ}(M, N)$ level and construct a family of "Bäcklund maps" $\bar{B}(A, B)$ from $\bar{B}$ by defining

$$
\begin{equation*}
\bar{B}(A, B)=\bar{X}^{-1}(A, B) \bar{B} \bar{X}(A, B)=\left(\operatorname{id}_{M} \times B(A, B)\right) \tag{4.18}
\end{equation*}
$$

One readily determines that $B(A, B): N \rightarrow N$ is given by

$$
\begin{align*}
& B(A, B):\left(\psi^{1}, \psi^{2}, \psi^{3}, \psi^{4}, \psi^{5}\right) \rightarrow\left(\left(\psi^{1}\right)^{-1}, \frac{\operatorname{det} B}{\mu} \frac{\psi^{5}}{\left(\psi^{1}\right)^{2}},\right. \\
& \quad-\frac{\operatorname{det} B}{\mu} \frac{\psi^{4}}{\left(\psi^{1}\right)^{2}}, \\
& \left.\quad \frac{\operatorname{det} A}{\mu} \frac{\psi^{3}}{\left(\psi^{1}\right)^{2}},-\frac{\operatorname{det} A}{\mu} \frac{\psi^{2}}{\left(\psi^{1}\right)^{2}}\right) . \tag{4.19}
\end{align*}
$$

From (4.19) we have $\operatorname{det} A \operatorname{det} B=\mu^{2}$, and we see that $B(A, B)$ simply results from $B$ by a scaling symmetry of the type in Eq. (2.18). As we determined all possible $B$, this had to happen, but it is interesting to see how it has come about.
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Watson's theorem, which gives sufficient conditions for Borel summability, is not optimal. Watson assumes analyticity and uniform asymptotic expansion in a sector $|\arg z|<\pi / 2+\epsilon$, $|z|<R$, with $\epsilon>0$; in fact, only the circular region $\operatorname{Re}(1 / z)>1 / R$ is required. In particular, one can take $\epsilon=0$. This improved theorem gives a necessary and sufficient characterization of a large class of Borel-summable functions. I apply it to the perturbation expansion in the $\phi_{2}^{4}$ quantum field theory.

There has recently been much interest in the Borel summation of perturbation expansions in quantum mechanics and quantum field theory. Proofs of Borel summability ${ }^{1-8}$ have universally relied on the classic theorem of Watson, ${ }^{9,10}$ which gives a sufficient condition for Borel summability.

The purpose of this note is to point out that Watson's theorem is not optimal, and to call the attention of physicists to an improved version of Watson's theorem. This improved theorem appears in an apparently little-known 1918 paper by F. Nevanlinna, ${ }^{11.12}$ and was rediscovered and extended by the present author. ${ }^{14}$ This theorem makes clear the "natural" region of analyticity for Borel-summable functions; for as I shall emphasize, the theory of Borel summability is nothing other than the theory of Laplace transforms, written in slightly different variables.

Let us recall that we are concerned with a function $f(z)$ possessing an asymptotic expansion $\Sigma a_{n} z^{n}$ as $z \rightarrow 0$ in an appropriate region of the complex plane; we wish to determine conditions under which $f(z)$ can be uniquely reconstructed from its perturbation coefficients $a_{n}$. One such method of reconstruction is Borel summation. ${ }^{10,15}$ We say that the formal power series $\Sigma a_{n} z^{n}$ is Borel summable if:
(a) $B(t)=\Sigma a_{n} t^{n} / n!$ converges in some circle $|t|<\delta$;
(b) $B(t)$ has an analytic continuation to a neighborhood of the positive real axis; ${ }^{16}$ and
(c) $g(z)=(1 / z) \int_{0}^{\infty} e^{-t / z} B(t) d t$ converges (not necessarily absolutely) for some $z \neq 0$.
$B(t)$ is called the Borel transform of the series $\Sigma a_{n} z^{n}$, and $g(z)$ is its Borel sum.

Please note that the integral in (c) is a Laplace transform (the conventional variable is $s=1 / z$ ). It is well known that Laplace transforms converge in right half-planes. ${ }^{17}$ Therefore, if the integral in (c) converges for some $z_{0} \neq 0$, then it converges for all $z$ with $\operatorname{Re} z^{-1}>\operatorname{Re} z_{0}^{-1}$, and $g(z)$ is analytic there. This region is a circle tangent to the imaginary axis (Fig. 1).

Watson's theorem ${ }^{9}$ gives a sufficient condition for the function $f(z)$ to equal the Borel sum $g(z)$ of its asymptotic Taylor series. Let $f(z)$ be analytic in a sector $|\arg z|$ $<\pi / 2+\epsilon,|z|<R$, for some $\epsilon>0$, and $\operatorname{let} f(z)$ have there the

[^7]asymptotic expansion
\[

$$
\begin{equation*}
f(z)=\sum_{k=0}^{N-1} a_{k} z^{k}+R_{N}(z) \tag{1}
\end{equation*}
$$

\]

with

$$
\begin{equation*}
\left|R_{N}(z)\right| \leqslant A \sigma^{N} N!|z|^{N} \tag{2}
\end{equation*}
$$

uniformly in $N$ and in $z$ in the sector. [The $N!$ bound (2) is crucial.] Under these assumptions, Watson shows that:
(a') $B(t)=\Sigma a_{n} t^{n} / n$ ! converges in the circle $|t|<1 / \sigma$;
(b') $B(t)$ has an analytic continuation to the sector $|\arg t|<\epsilon$; and
( $c^{\prime}$ ) the integral $(1 / z) \int_{0}^{\infty} e^{-t / z} B(t) d t$ is absolutely convergent for $\operatorname{Re} z^{-1}>R^{-1}$ and there equals $f(z) .^{18}$

In some applications of Watson's theorem, however, it may be difficult (or impossible) to verify the analyticity and the estimate (2) in a sector with $\epsilon>0$; it would be desirable if $\epsilon=0$ could be allowed. Furthermore, it is unnatural for the hypothesis of the theorem to refer to a region of the $z$ plane strictly larger than that in which $f(z)$ is recovered by Borel summation. Both of these disadvantages are remedied in the following theorem, which gives a necessary and sufficient characterization of a large class of Borel-summable functions.

Theorem: ${ }^{11}$ Let $f$ be analytic in the circle $C_{R}$ $=\left\{z: \operatorname{Re}^{-1}>R^{-1}\right\}$ and satisfy there the estimates (1) and (2)


FIG. 1. Minimum region of analyticity of Borel-summable function.


FIG. 2. Region of analyticity of the Borel transform, for a function satisfying the hypotheses of Nevanlinna's theorem.
uniformly in $N$ and in $z \in C_{R}$. Then $B(t)=\Sigma a_{n} t^{n} / n!$ converges for $|t|<1 / \sigma$ and has an analytic continuation to the striplike region $S_{\sigma}=\left\{t: \operatorname{dist}\left(t, \mathbb{R}_{+}\right)<1 / \sigma\right\}$ (Fig. 2), satisfying the bound

$$
\begin{equation*}
|B(t)| \leqslant K \exp (|t| / R) \tag{3}
\end{equation*}
$$

uniformly in every $S_{\sigma^{\prime}}$ with $\sigma^{\prime}>\sigma$. Furthermore, $f$ can be represented by the absolutely convergent integral

$$
\begin{equation*}
f(z)=(1 / z) \int_{0}^{\infty} e^{-t / z} B(t) d t, \tag{4}
\end{equation*}
$$

for any $z \in C_{R}$.
Conversely, if $B(t)$ is a function analytic in $S_{\sigma^{\prime \prime}}\left(\sigma^{\prime \prime}<\sigma\right)$ and there satisfying (3), then the function $f(z)$ defined by (4) is analytic in $C_{R}$ and satisfies (1) and (2) [with $a_{n}=\left.B^{(n)}(t)\right|_{t=0}$ ] uniformly in every $C_{R}$, with $R^{\prime}<R$.

Since the proof of this theorem is very similar to Hardy's proof of Watson's theorem, ${ }^{10}$ I will only sketch the method (see also Ref. 11). First one shows, using (1) and (2), that the integrals

$$
\begin{align*}
b_{m}(t)= & a_{m}+\frac{1}{2 \pi i} \oint_{\operatorname{Re} z^{-1}=r} e^{t / z^{-(m+1)}} \\
& \times\left(f(z)-\sum_{k=0}^{m} a_{k} z^{k}\right) d z, \tag{5}
\end{align*}
$$

are absolutely convergent for $t \geqslant 0$ and independent of $r$ for $0<r<R$; that $b_{0}(t)$ is a $C^{\infty}$ function whose $m$ th derivative is $b_{m}(t)$; and that

$$
\begin{equation*}
\left|b_{m}(t)\right| \leqslant K_{1} \sigma^{m+1}(m+1)!\exp (t / R), \tag{6}
\end{equation*}
$$

with $K_{1}$ independent of $t$ and $m$. Inserting (1) into (5) and performing a contour integral, one finds
$b_{0}(t)=\sum_{k=0}^{N-1} a_{k} t^{k} / k!+\frac{1}{2 \pi i} \oint_{\text {Rez }-\mathrm{t}=r^{-1}} e^{t / 2} z^{-1} R_{N}(z) d z$.

Using (2) to bound $R_{N}(z)$, and choosing $r=t / N$ (with $N>t / R$ ) to optimize the estimate, the remainder term in (7) is bounded by $K_{2} N^{1 / 2}(\sigma t)^{N}$. Hence, for $0 \leqslant t<1 / \sigma$, the remainder goes to zero as $N \rightarrow \infty$, and $b_{0}(t)$ there equals
$B(t)=\Sigma_{k=0}^{\infty} a_{k} t^{k} / k!$, a series which converges in the circle $|t|<1 / \sigma$. Furthermore, it follows from (6) that each series

$$
B_{t_{0}}(t)=\sum_{m=0}^{\infty} b_{m}\left(t_{0}\right)\left(t-t_{0}\right)^{m} / m!\quad\left(t_{0} \geqslant 0\right)
$$

converges in the circle $\left|t-t_{0}\right|<1 / \sigma$ and satisfies there the bound $\left.\left|B_{t_{0}}(t)\right| \leqslant K_{1} \exp \left(t_{0} / R\right)(1-\sigma) \mid t-t_{0}\right)^{-2}$. It is not hard to show that $B_{t_{0}}(t)=B_{t_{\mathrm{t}}}(t)$ wherever both are defined, and that the union of all these functions therefore defines a single-valued analytic continuation of $B(t)$ into the region $S_{\sigma}$, satisfying the bound (3) uniformly in every $S_{\sigma^{\prime}}$ with $\sigma^{\prime}>\sigma$. Finally, inserting (5) (with $m=0$ ) into the right-hand side of (4), one obtains

$$
\begin{aligned}
a_{0}+ & \frac{1}{z} \int_{0}^{\infty} d t e^{-t / z} \frac{1}{2 \pi i} \oint_{\operatorname{Re} z^{\prime}, r^{\prime}} d z^{\prime} \\
& \times e^{t / z^{\prime}}\left[f\left(z^{\prime}\right)-a_{0}\right] / z^{\prime}
\end{aligned}
$$

Choosing $r^{-1}<\operatorname{Re} z^{-1}$ and noting that $\left[f\left(z^{\prime}\right)-a_{0}\right] / z^{\prime}$ is bounded, one sees that the double integral is absolutely convergent; thus one can interchange the order of integration, perform the integral, and verify (4).

Conversely, if $B(t)$ is analytic in $S_{\sigma^{*}}$ and there satisfies (3), one uses Cauchy's integral formula to prove (6) [with $\sigma^{\prime \prime}$ replacing $\sigma$ ] for $t$ real and positive. Integrating by parts $N$ times in (4), one demonstrates (1) and (2). Q.E.D.

In order to understand this theorem, it is instructive to examine how the standard counterexamples
$f(z)=\exp \left(-z^{-\alpha}\right)$, with $\alpha>0$, fail to satisfy its hypotheses. If $\alpha \geqslant 1$, the asymptotic expansion (1) fails: for any $R$, there exists a curve lying within $C_{R}$ along which $f(z)$ does not approach zero as $z \rightarrow 0$. If $\alpha<1$, the expansion (1) holds but the estimate (2) fails: $\sup _{z \in C_{R}}\left|z^{-N} R_{N}(z)\right|$ is of order ( $\left.N!\right)^{1 / \alpha}$.

If $f(z)$ is analytic and satisfies (1) and (2) in a region of opening angle greater than $\pi$, then correspondingly stronger conclusions can be drawn. More precisely, let $f(z)$ be analytic and satisfy (1) and (2) in the region $C_{R, \epsilon}=U_{|\theta|<\epsilon} e^{i \theta} C_{R}$; then a trivial modification of the foregoing proof shows that $B(t)$ is analytic in $S_{\sigma, \epsilon}=\cup_{|\theta|<\epsilon} e^{i \theta} S_{\sigma}$, and (4) holds for any $z \in C_{R, \epsilon}$.

Using Nevanlinna's theorem, one can simplify the proof of Borel summability of the Schwinger functions in the $\phi_{2}^{4}$ quantum field theory, ${ }^{3}$ and also extend it in certain technical aspects. The heart of this proof is to show that the Schwinger functions are analytic and satisfy (1) and (2) uniformly in a semicircle Reg $>0,|g|<R$, where $g$ is the coupling constant. By a scaling argument, one then extends this region to a sector of the form demanded in Watson's theorem, with opening angle strictly greater than $\pi$; this argument is valid, however, only if the space-time smearing functions are analytic in a sector containing the positive real axis. Nevanlinna's theorem shows that this scaling argument is unnecessary, and that arbitrary smearing functions can be allowed.
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The explicit Born series which represent the regular solutions (of the Schrödinger equation), the Jost solutions, and the Jost functions analytic in some domains of complex wave numbers and angular momenta are found for general potentials of the Gaussian type expressed by the Stiltjes integral. When finding their form we make use of the analogy with the corresponding solutions for general potentials of the Yukawa type, which is based on the special representations of the Bessel and Hankel functions (purely kinematic solutions) in either case. Some other relations are also derived.

## 1. INTRODUCTION

We define a general Gaussian potential by a Stiltjes integral with respect to a function $\mu(t)$ of bounded variation

$$
\begin{equation*}
V(r)=-g \int_{\tau}^{\infty} d \mu(t) \exp \left(-t r^{2}\right) \quad(\tau>0) \tag{1}
\end{equation*}
$$

Quantity $g$ is a real constant. We introduce classes $M_{\kappa}$ of functions $\mu(t)$ by demanding

$$
\begin{gather*}
v_{p}=\int_{\tau}^{\infty} d v(t) t^{p}<\infty \text { for } p<\kappa \text { when } \kappa>0 \text { or } \\
p=\kappa \text { when } \kappa=0 \text { or }-1 \tag{2a}
\end{gather*}
$$

where $v(t)(d v=|d \mu|)$ is the total variation of $\mu(t)$. In the class $M_{\kappa}$ with $\kappa>0$ there may exist functions which satisfy the inequality (2a) for $\kappa$ too. This inequality implies that the potential $V(r)$ and its first $[\kappa]$ (or $[\kappa]-1$ ) derivatives are continuous and finite for $r \geqslant 0$, if $\kappa>0$. The odd derivatives are always zero at $r=0$, the first $q$ even derivatives are also equal to zero there, if

$$
\begin{equation*}
\int_{\tau}^{\infty} d \mu(t) t^{p}=0, \quad \text { for integral } p 0 \leqslant p \leqslant q \leqslant \frac{1}{2} \kappa \tag{2b}
\end{equation*}
$$

We want to show that the regular solutions $\varphi(\lambda, k, r)$ as well as the Jost solutions $f_{ \pm}(\lambda, k, r)$ of the radial Schrödinger equation

$$
\begin{equation*}
\left(\frac{d^{2}}{d r^{2}}-\frac{\lambda^{2}-\frac{1}{4}}{r^{2}}-V(r)+k^{2}\right) \psi(\lambda, k, r)=0 \tag{3}
\end{equation*}
$$

with the potential (1) can be found for complex wavenumbers $k$ and angular momenta $\lambda$ in the form of explicit expressions. The case of the $S$ waves ( $\lambda=\frac{1}{2}$ ) is of a particular interest, since the interval of $r[0, \infty$ ) can then be extended to ( $-\infty, \infty$ ) in Eqs. (1) and (3) and the potential belongs to the symmetric model potentials, which generalize the harmonic oscillator potential.

## 2. REGULAR SOLUTIONS

A regular solution of Eq. (3), $\varphi(\lambda, k, r) \approx r^{\lambda+1 / 2}$, as $r \rightarrow 0^{+}$is easily found by the technique of the modified Laplace transformation ${ }^{1}$

$$
\begin{aligned}
& \omega(\lambda, k, s)=\int_{0}^{\infty} d r r^{\lambda+1 / 2} e^{-s r^{2}} \varphi(\lambda, k, r) \\
&(\operatorname{Res}>0, \operatorname{Re} \lambda>0)
\end{aligned}
$$

where Abel's asymptotic behavior is $\omega(\lambda, k, s) \sim \frac{1}{2} \Gamma(\lambda+1)$ $\times s^{-\lambda-1}$ as $s \rightarrow \infty$ and $\Gamma(z)$ is the well-known $\Gamma$ function. Equation (3) is then transformed into a first-order differential equation for $\omega(\lambda, k, s)$

$$
\begin{align*}
& 4 s^{2} \omega(\lambda, k, s)+\left[4(\lambda+1) s-k^{2}\right] \omega(\lambda, k, s) \\
& \quad=g \int_{r}^{\infty} d \mu(t) \omega(\lambda, k, t+s) \tag{5}
\end{align*}
$$

Respecting the prescribed asymptotic behavior, we integrate it and transform into an integral equation, which can be solved by iterations. The result is

$$
\begin{align*}
& \omega(\lambda, k, s)=\frac{1}{2} \Gamma(\lambda+1) s^{-\lambda-1} \exp \left(-\frac{k^{2}}{4 s}\right) \sigma(\lambda, k, s)  \tag{6a}\\
& \sigma(\lambda, k, s)=1+\sum_{n=1}^{\infty}\left(-\frac{g}{4}\right)^{n} \int_{0}^{\infty} d z_{1} \int_{\tau}^{\infty} d \mu\left(t_{1}\right) \cdots \int_{0}^{\infty} d z_{n} \\
& \quad \times \int_{\tau}^{\infty} d \mu\left(t_{n}\right) \frac{\left(s+u_{1}+v_{0}\right)^{\lambda-1}}{\left(s+u_{1}+v_{1}\right)^{\lambda+1} \cdots} \frac{\left(s+u_{n}+v_{n-1}\right)^{\lambda-1}}{\left(s+u_{n}+v_{n}\right)^{\lambda+1}} \\
& \quad \times \exp \left[\frac{k^{2}}{4} \sum_{p=1}^{n}\left(\frac{1}{s+u_{p}+v_{p-1}}-\frac{1}{s+u_{p}+v_{p}}\right)\right] \tag{6b}
\end{align*}
$$

where

$$
\begin{equation*}
u_{p}=\sum_{q=1}^{p} z_{q}, \quad v_{p}=\sum_{q=1}^{p} t_{q}, \quad v_{0}=u_{0}=0 \tag{6c}
\end{equation*}
$$

Since

$$
\begin{align*}
& \quad\left|\frac{s+u_{p}+v_{p-1}}{s+u_{p}+v_{p}}\right|<1 \quad \text { for } \operatorname{Re} s \geqslant-(p-1) \tau, \\
& \quad\left|\exp \left(\frac{k^{2}}{4 z}\right)\right| \leqslant \exp \left|\frac{k^{2}}{4 z}\right|, \\
& \int_{0}^{\infty} d z_{p}\left|s+u_{p}+v_{p}\right|^{-2}<v_{p}^{-1} \quad \text { for } \operatorname{Re} s \geqslant 0 \tag{7a}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\tau}^{\infty} \frac{d v\left(t_{1}\right)}{t_{1}} \cdots \int_{\tau}^{\infty} \frac{d v\left(t_{n}\right)}{t_{n}} \frac{t_{1} \cdots t_{n}}{v_{1} \cdots v_{n}} \\
&=\frac{1}{2} \int_{\tau}^{\infty} \frac{d v\left(t_{1}\right)}{t_{1}} \cdots \int_{\tau}^{\infty} \frac{d v\left(t_{n}\right)}{t_{n}} \frac{t_{3} \cdots t_{n}}{v_{3} \cdots v_{n}} \\
& \quad=\frac{1}{n!}\left(\int_{\tau}^{\infty} \frac{d v(t)}{t}\right)^{n} \tag{7b}
\end{align*}
$$

the series converges absolutely and uniformly for Res $>0$ and $\operatorname{Re} \lambda \geqslant 1$ provided $v_{-1}=\int_{\tau}^{\infty} d v(t) t^{-1}<\infty$. If $v_{0}=\int_{\tau}^{\infty} d v(t)<\infty$, the same conclusion can be drawn for $-1 \leqslant \operatorname{Re} \lambda<1$. Further on we have

$$
\begin{align*}
& \left|\frac{s+u_{p}+v_{p}}{t_{p}\left(s+u_{p}+v_{p-1}\right)}\right| \leqslant \frac{1}{t_{p}}+\frac{1}{\left|s+u_{p}+v_{p-1}\right|} \\
& \quad \leqslant \tau^{-1}+\left[|s|^{2}+(p-1)^{2} \tau^{2}\right]^{-1 / 2} \quad \text { for Res } \geqslant 0, \tag{7c}
\end{align*}
$$

so that the series (6b) is absolutely and uniformly convergent for Res $>0$ and $\operatorname{Re} \lambda>-1-\kappa$ provided the function $\mu(t)$ belongs to the class $M_{\kappa}(\kappa>0)$. Inequalities analogous to (7a) and (7c) hold also for general complex $s$ except for the points from the interval $[0,-\infty$ ), so that the series ( 6 b ) represents an analytic function of $s$ in that region for any fixed $k$.

This enables us to deform the usual integration contour of $s$ for $\operatorname{Re} \lambda>-1$, when we invert the Laplace transformation (4)

$$
\begin{align*}
\varphi(\lambda, k, r)= & \frac{1}{2 \pi i} \Gamma(\lambda+1) r^{-\lambda+1 / 2} \\
& \times \int_{C} d s s^{-\lambda-1} \exp \left(s r^{2}-\frac{k^{2}}{4 s}\right) \sigma(\lambda, k, s) . \tag{8}
\end{align*}
$$

The introduced contour $C$ goes from $\infty \exp (-i \pi)-i \epsilon$ to $0-i \epsilon$, it encircles $s=0$ in an anticlockwise direction and returns from $0+i \epsilon$ to $\infty \exp (i \pi)+i \epsilon(\epsilon>0)$ avoiding the points of the negative real axis. Such an integral representation can be continued analytically into the regions of $\lambda$ in which the function $\sigma(\lambda, k, s)$ is defined. If the function $\mu(t)$ belongs to the class $M_{\kappa}(\kappa>0)$, they are determined by $\operatorname{Re} \lambda>-1-\kappa$. In this half-plane the regular solution (8) is an analytic function of $\lambda$ except for the simple poles at the negative integral values due to the factor $\Gamma(\lambda+1)$. It represents an entire function of $E=k^{2}$ at the same time. According to Eq. (4) the limit of $\omega(\lambda, k, s)$ tends to the finite value as $s \rightarrow 0^{+}$for the bound states, which are given by $k= \pm i b$ ( $b>0$ ) and by the positive integral or half-integral values of $\lambda$ ( $\lambda=\lambda_{\text {phys }}$ ). The eigenvalue equation consequently reads

$$
\begin{equation*}
\sigma\left(\lambda_{\text {phys }}, \pm i b, 0\right)=0 \tag{9}
\end{equation*}
$$

owing to Eq. (6a). It is a general form of the equation derived in Ref. 1 for $\mu(t)=\Theta(t-1)[\tau<1, \Theta(t)=0$ when $t<0$ and $\Theta(t)=1$ when $t>0]$. As the function $\sigma\left(\lambda_{\text {phys }}, k, 0\right)$ is an analytic function of $E=k^{2}$ for $\frac{3}{2} \pi>|\arg E|>\pi / 2$ and $\lim _{b \rightarrow \infty} \sigma\left(\lambda_{\text {phys }}, \pm i b, 0\right)=1$, there is a finite number of the bound states $b$.

## 3. THE JOST SOLUTIONS

In the case of the Yukawa potentials there is a relation between the forms of the regular solution and those of the Jost solutions, which can be based on a certain mathematical approach. ${ }^{2}$ Since we have not found such an approach in the case investigated, we made use of this formal relationship only and verified that the expressions

$$
\begin{align*}
f_{ \pm}(\lambda, k, r)= & \pi^{-1 / 2} \exp \left[\mp i \frac{\pi}{2}(\lambda-1 / 2)\right]\left(\frac{k}{2}\right)^{\lambda+1 / 2} r^{-\lambda+1 / 2} \int_{C_{t}} d s s^{-\lambda-1} \exp \left(s r^{2}-\frac{k^{2}}{4 s}\right) \\
& \times\left\{1+\sum_{n=1}^{\infty}\left(\frac{-g}{4}\right)^{n} \int_{0}^{\infty} d z_{1} \int_{\tau}^{\infty} d \mu\left(t_{1}\right) \cdots \int_{0}^{\infty} d z_{n} \int_{\tau}^{\infty} d \mu\left(t_{n}\right) \exp \left[-\left(u_{n}+v_{n}\right) r^{2}\right]\right. \\
& \left.\times \frac{\left(s-u_{0}-v_{1}\right)^{\lambda-1} \ldots\left(s-u_{n-1}-v_{n}\right)^{\lambda-1}}{\left(s-u_{1}-v_{1}\right)^{\lambda+1} \ldots\left(s-u_{n}-v_{n}\right)^{\lambda+1}} \exp \left[\frac{k^{2}}{4} \sum_{p=1}^{n}\left(\frac{1}{s-u_{p-1}-v_{p}}-\frac{1}{s-u_{p}-v_{p}}\right)\right]\right\} \tag{10a}
\end{align*}
$$

where the contours $C_{ \pm}$of $s$ go from $0 \exp [i(\arg k+\gamma)]$ to $\infty \exp [i(\arg k-\gamma \mp \pi)]$ avoiding the points of the line $\operatorname{Ims}=0$, $\operatorname{Res} \geqslant \tau$ and $|\gamma|<\pi,|\underset{\arg k}{ } k-\gamma|<\pi / 2$, represent the Jost solutions of Eq. (3).

Integrating by parts with respect to $s$ or $z_{n}$ we easily find that the expressions (10a) are indeed solutions of Eq. (3) for either sign of $\lambda$. According to Ref. 3 the first terms of the Born series (10a) (corresponding to the choice $g=0$ )

$$
\begin{align*}
h_{ \pm}(\lambda, k, r) & =\pi^{-1 / 2} \exp \left[\mp i \frac{\pi}{2}\left(\lambda-\frac{1}{2}\right)\right]\left(\frac{k}{2}\right)^{\lambda+1 / 2} r^{-\lambda+1 / 2} \int_{C_{+}} d s s^{-\lambda-1} \exp \left(s r^{2}-\frac{k^{2}}{4 s}\right) \\
& =h_{ \pm}(-\lambda, k, r)=\exp \left[-i \frac{\pi}{2}\left(\lambda+\frac{1}{2}\right)\right]\left(\frac{\pi \pm k r}{2}\right)^{1 / 2} H^{(2)}( \pm k r) \quad[-k=\exp (-i \pi) k] \tag{10b}
\end{align*}
$$

are the Schläfli's integral representations of the Hankel function of the second kind. Using the asymptotic expression for this function we have
$f_{ \pm}(\lambda, k, r)=h_{ \pm}(\lambda, k, r)=\exp (\mp i k r) \quad$ as $r \rightarrow \infty \quad(-\pi<\arg k<\pi)$.
This is also why the solutions (10a) are the Jost ones. As we are to expect, they are even functions of $\lambda, f_{ \pm}(\lambda, k, r)$ $=f_{ \pm}(-\lambda, k, r)$ and $f-(\lambda, k, r)=f+\left(\lambda, e^{-i \pi} k, r\right)$, provided $-\frac{1}{2} \pi<\arg k<\frac{3}{2} \pi$.

In view of the exponential factors the series in Eq. (10a) converges absolutely and uniformly for $r>0$ and for any finite $\lambda$ and $k$ provided $v_{-1}<\infty$. Thus the expression (10a) represents an analytic function of $k$ with the posssible branch point at $k=0$ and an analytic function of $\lambda$ at the regular points $k(r>0)$. In the first quadrant of the $\lambda$ plane
$\left|\left[\frac{s-u_{p-1}-v_{p}}{s-u_{p}-v_{p}}\right]^{\lambda}\right| \leqslant\left[\frac{\left(u_{p-1}+v_{p}-x\right)^{2}+y^{2}}{\left(u_{p}+v_{p}-x\right)^{2}+y^{2}}\right]^{(1 / 2) \mathrm{Re} \mathrm{\lambda}} \exp \left[-\frac{z_{p}|y|}{\left(u_{p-1}+v_{p}+\frac{1}{2} z_{p}+|x|+|y|\right)^{2}} \operatorname{Im} \lambda\right] \quad(s=x+i y)$
for $y=\operatorname{Res}<0$. The contours $C_{ \pm}$always can be chosen in such a way that the bracket in the first factor of the right-hand side of (12) is less than unity. Because of the two possible sign choices of $\lambda$ in the expression (10a) we have then, asymptotically,

$$
\begin{equation*}
f_{ \pm}(\lambda, k, r) \sim h_{ \pm}(\lambda, k, r) \tag{13}
\end{equation*}
$$

as $\operatorname{Re} \lambda \rightarrow \pm \infty$ ( $\operatorname{Im} \lambda=$ const.). The same relation holds as $\operatorname{Im} \lambda \rightarrow \pm \infty(\operatorname{Re} \lambda=$ const.). This is due to the second factor in the right-hand side of (12) as far as the contours $C_{ \pm}$lie in the lower half-plane $\operatorname{Ims} \leqslant 0$ for $\operatorname{Im} \hat{\lambda} \rightarrow \infty$ and in the upper half-plane Ims $\geqslant 0$ for $\operatorname{Im} \lambda \rightarrow-\infty$ respectively. We can find, in general, regions of $k$ and rays $\lambda=|\lambda| e^{i \varphi}$, where the relation (13) holds as $|\lambda| \rightarrow \infty$.

The combinations

$$
\begin{align*}
\chi( \pm \lambda, k, r)= & \exp \left[i \frac{\pi}{2}\left( \pm \lambda-\frac{1}{2}\right)\right] f_{+}(\lambda, k, r)-\exp \left[-i \frac{\pi}{2}\left( \pm \lambda-\frac{1}{2}\right)\right] f(\lambda, k, r) \\
= & -\pi^{-1 / 2}\left(\frac{k}{2}\right)^{ \pm \lambda+1 / 2} r^{\mp \lambda+1 / 2} \int_{C} d s s^{\mp \lambda-1} \exp \left(s r^{2}-\frac{k^{2}}{4 s}\right)\left\{1+\sum_{n=1}^{\infty}\left(\frac{-g}{4}\right)^{n} \int_{0}^{\infty} d z_{1} \int_{\tau}^{\infty} d \mu\left(t_{1}\right) \cdots\right. \\
& \times \int_{0}^{\infty} d z_{n} \int_{\tau}^{\infty} d \mu\left(t_{n}\right) \exp \left(-\left(u_{n}+v_{n}\right) r^{2}\right) \frac{\left(s-u_{0}-v_{1}\right)^{ \pm \lambda-1}}{\left(s-u_{1}-v_{1}\right)^{ \pm \lambda+1}} \cdots \frac{\left(s-u_{n-1}-v_{n}\right)^{ \pm \lambda-1}}{\left(s-u_{n}-v_{n}\right)^{ \pm \lambda+1}} \\
& \left.\times \exp \left[\frac{k^{2}}{4} \sum_{p=1}^{n}\left(\frac{1}{\left(s-u_{p-1}-v_{p}\right.}-\frac{1}{s-u_{p}-v_{p}}\right)\right]\right\} \tag{14}
\end{align*}
$$

where the contour $C$ goes from $\infty \exp [i(\arg k-\gamma-\pi)]$ to $\infty \exp [i(\arg k-\gamma+\pi)]$ encircling the point $s=0$ in an anticlockwise direction, are, again, solutions of Eq. (3). The first (kinematic, $g=0$ ) terms of the series (14) are Schläfli's and Sonin's integral representations of the Bessel function ${ }^{3} \chi_{0}( \pm \lambda, k, r)=-i(2 \pi k r)^{1 / 2} J_{ \pm \lambda}(k r)$. The functions $\chi( \pm \lambda, k, r)$ reproduce themselves under the substitution $k \rightarrow e^{-i \pi} k$
$\chi\left( \pm \lambda, e^{-i \pi} k, r\right)=\exp [-i \pi( \pm \lambda+1 / 2)] \chi( \pm \lambda, k, r)$.
The Jost solution $f_{ \pm}(\lambda, k, r)$ can be expressed by the function $x( \pm \lambda, k, r)$ for nonintegral values of $\lambda$. The double application of the relation (15) leads then to the known circuit relations of the Jost solutions. ${ }^{4}$ We do not give them as many other wellknown and general relations, ${ }^{4-7}$ as they simply follow from the derived relations or expressions.

## 4. THE JOST FUNCTIONS

According to Refs. 4-7 the Jost functions are defined by the limits

$$
\begin{align*}
f_{ \pm}(\lambda, k) & =\lim _{r \rightarrow 0} 2 \lambda r^{\lambda-1 / 2} f_{ \pm}(\lambda, k, r) \\
& =h_{ \pm}(\lambda, k) F_{ \pm}(\lambda, k), \tag{16}
\end{align*}
$$

where $F_{ \pm}(\lambda, k)$ are the known normalized Jost functions and the kinematic factor

$$
\begin{aligned}
h_{ \pm}(\lambda, k)= & \lim _{r \rightarrow 0} 2 \lambda r^{\lambda-1 / 2} h_{ \pm}(\lambda, k, r) \\
= & \pi^{-1 / 2} 2^{\lambda+1 / 2} \exp [-i(\pi / 2)(\lambda-1 / 2)] \\
& \times \Gamma(\lambda+1)( \pm k)^{-\lambda+1 / 2}
\end{aligned}
$$

We can substitute the expression (10a) with either sign of $\lambda$ for $f_{ \pm}(\lambda, k, r)$ in this limit.

The limit corresponding to the plus alternative of $\lambda$ is easily carried out; we just put $r=0$ in the integrands of (10a). The convergence of the series in Eq. (10a) changes in the limit; it is absolute and uniform for $\operatorname{Re} \lambda \geqslant 1$ provided $v_{-1}<\infty$ and for $-1 \leqslant \operatorname{Re} \lambda<1$ provided $v_{0}<\infty$. Because of

$$
\begin{align*}
& \lim _{r \rightarrow 0} r^{2 \lambda} \int_{0}^{\infty} d z_{n} \exp \left(-z_{n} r^{2}-\frac{k^{2}}{4\left(s-u_{n-1}-v_{n}-z_{n}\right)}\right) \\
& \times\left(u_{n-1}+v_{n}-s+z_{n}\right)^{\lambda-1} \\
& \quad=\int_{0}^{\infty} d z z^{\lambda-1} e^{-z}=\Gamma(\lambda) \text { for } \operatorname{Re} \lambda>0, \tag{17}
\end{align*}
$$

the minus alternative leads to the expressions

$$
\begin{align*}
& f_{ \pm}(\lambda, k)-h_{ \pm}(\lambda, k) \\
& =2 \pi^{-1 / 2} \exp \left[ \pm i \frac{\pi}{2}\left(\lambda+\frac{1}{2}\right)\right] \Gamma(\lambda+1)\left(\frac{k}{2}\right)^{1 / 2-\lambda} \\
& \quad \times \int_{C} d s s^{\lambda-1} \sum_{n=1}^{\infty}\left(\frac{-g}{4}\right)^{n} \int_{0}^{\infty} d z_{1} \int_{\tau}^{\infty} d \mu\left(t_{1}\right) \cdots \\
& \quad \times \int_{0}^{\infty} d z_{n-1} \int_{\tau}^{\infty} d \mu\left(t_{n-1}\right) \int_{\tau}^{\infty} d \mu\left(t_{n}\right) \exp \left[-\frac{k^{2}}{4}\right. \\
& \left.\quad \times \sum_{p=1}^{n}\left(\frac{1}{s-u_{p-1}-v_{p-1}}-\frac{1}{s-u_{p-1}-v_{p}}\right)\right] \\
& \quad \times \frac{\left(u_{1}+v_{1}-s\right)^{\lambda-1}}{\left(u_{0}+v_{1}-s\right)^{\lambda+1} \cdots \frac{\left(u_{n-1}+v_{n-1}-s\right)^{\lambda-1}}{\left(u_{n-1}+v_{n}-s\right)^{\lambda+1}}} \\
& =-g \pi^{-1 / 2} \exp \left[ \pm i \frac{\pi}{2}\left(\lambda+\frac{1}{2}\right)\right]\left(\frac{k}{2}\right)^{1 / 2-\lambda} \\
& \quad \times \int_{C+} d s s^{\lambda-1} \exp \left(-\frac{k^{2}}{4 s}\right) \int_{\tau}^{\infty} d \mu(t) \omega(\lambda, k, t-s) \\
& \quad=\int_{0}^{\infty} d r V(r) h_{ \pm}(\lambda, k, r) \varphi(\lambda, k, r) \tag{18}
\end{align*}
$$

according to Eqs. (10a), (6), (4), (1), and (10b). Here, the contours $C_{ \pm}$can be deformed rather arbitrarily, since there are no limitations as to the choice of the phases ( $\arg k-\gamma \mp \pi$ ) which is obliged in the formula (10a) due to the exponential factor $e^{s r^{2}}$. We see that the properties of the Jost functions $f_{ \pm}(\lambda, k)$ follow frum those of the function $\omega(\lambda, k, s)$. Therefore, the Jost functions are analytic functions of $k$ except for the branch point $k=0$ in general and of $\lambda$ in
the region $\operatorname{Re} \lambda>-1-\kappa$ except for the simple poles at $\lambda=-1,-2, \cdots$, provided the function $\mu(t)$ belongs to the class $M_{\kappa}$. Their circuit relations are determined by those for the Jost solutions.

The Jost functions $f_{ \pm}(\lambda, k)$ differ from the normalized Jost functions $F_{ \pm}(\lambda, k)$ by the factors $h_{ \pm}(\lambda, k)$. If we choose $\arg k+\gamma=\mp \pi$, i.e., $-\frac{3}{4} \pi<(\arg k, \gamma)<-\pi / 4$ and $\pi / 4<(\arg k, \gamma)<\frac{3}{4} \pi$ respectively we can identify the contours $C_{ \pm}$with the half axes $[0, \infty) \exp (\mp i \pi)$. A substitution $s=\exp (\mp i \pi) x$ shows then, that the normalized Jost functions are identical (in the form) to the function $\sigma(\lambda, k, 0)$ of Eq. (6b).

We have demonstrated the direct way of deriving the well-known general relation ${ }^{4-6}$ between the Jost functions and the regular solution by the last expression in Eq. (18). Substituting the Jost solutions for the regular solution in this expression, we could derive the other well-known integral relation ${ }^{4-6}$ between the normalized Jost functions and the Jost solutions

$$
\begin{align*}
F_{ \pm}(\lambda, k)= & 1-i(\pi / 2 k)^{1 / 2} \exp \left[i(\pi / 2)\left(\lambda+\frac{1}{2}\right)\right] \\
& \times \int_{0}^{\infty} d r r^{1 / 2} V(r) J_{\lambda}(k r) f_{ \pm}(\lambda, k, r) . \tag{19}
\end{align*}
$$

## 5. BEHAVIOR OF THE JOST FUNCTIONS AS $|\lambda| \rightarrow \infty$ ( $\operatorname{lm} k=0$ )

The asymptotic behavior of the Jost functions, which plays an important role in the Sommerfeld-Watson transformation, can be best derived from the second expression in Eqs. (18). As $k$ is real and $\geqslant 0$, we choose the phases $\gamma_{ \pm}$ determining the contours $C_{ \pm}$such that $\pi / 2>\mp \gamma_{ \pm}>0$ and deform the contours $C_{ \pm}{ }^{+}$in such a way that, leaving the origin in the $\gamma_{ \pm}$directions, they stick quickly to the negative (positive) $y$ axis. By the substitution $s=\exp (\mp i \pi / 2) w$ they are transformed into the new contours $W_{ \pm}$which coincide with the $x$ axis except for the neighborhood close to $w=0$. The expressions for the normalized Jost functions then read

$$
\begin{align*}
& F_{ \pm}(\lambda, k)-1 \\
&= \pm i \int_{W} d w \sum_{n=1}^{\infty}\left(-\frac{g}{4}\right)^{n} \int_{0}^{\infty} d z_{1} \int_{\tau}^{\infty} d \mu\left(t_{1}\right) \cdots \\
& \times \int_{0}^{\infty} d z_{n-1} \int_{\tau}^{\infty} d \mu\left(t_{n-1}\right) \int_{\tau}^{\infty} d \mu\left(t_{n}\right) \\
& \times \frac{\left(u_{0}-v_{0} \pm i w\right)^{\lambda-1} \cdots\left(u_{n-1}+v_{n-1} \pm i w\right)^{\lambda-1}}{\left(u_{0}+v_{1} \pm i w\right)^{\lambda+1} \ldots\left(u_{n-1}+v_{n} \pm i w\right)^{\lambda+1}} \\
& \times \exp \left[\frac{k^{2}}{4} \sum_{p=1}^{n} t_{p}\left(u_{p-1}+v_{p-1} \pm i w\right)^{-1}\right. \\
&\left.\times\left(u_{p-1}+v_{p} \pm i w\right)^{-1}\right] \tag{20}
\end{align*}
$$

[and $F_{+}^{*}(\lambda *, k)=F_{-}(\lambda, k)$ as expected]. If the deviation of the contours $W_{ \pm}$from the $x$ axis is small, which means exactly that $2|y|^{ \pm} \tau \tau$ for any point $w=x+i y$ of $W_{ \pm}$, then
either factor in the absolute value

$$
\begin{align*}
& \left|\left(\frac{u_{p-1}+v_{p-1} \pm i w}{u_{p-1}+v_{p} \pm i w}\right)^{\lambda}\right| \\
& =\left[\frac{\left(u_{p-1}+v_{p-1} \mp y\right)^{2}+x^{2}}{\left(u_{p-1}+v_{p} \mp y\right)^{2}+x^{2}}\right]^{(1 / 2) \operatorname{Re} \lambda} \\
& \quad \times \exp \left\{-\operatorname{Im} \lambda\left[\arg \left(u_{p-1}+v_{p-1} \pm i w\right)\right.\right. \\
& \left.\left.\quad-\arg \left(u_{p-1}+v_{p} \pm i w\right)\right]\right\} \quad(p=1, \ldots, n) \tag{21}
\end{align*}
$$

is less than unity for $\operatorname{Re} \lambda>0$ and $\pm \operatorname{Im} \lambda>0$. But these relations determine the magnitude of the integrands in the expression (20) as for their dependence on $\lambda$, so that $F_{ \pm}(\lambda, k) \sim 1$ for $\operatorname{Re} \lambda \rightarrow \infty(\operatorname{Im} \lambda=$ const.) and for $\pm \operatorname{Im} \lambda \rightarrow \infty$ (Re $\lambda=$ const.). They diverge asymptotically for $\mp \operatorname{Im} \lambda \rightarrow \infty$ ( $\operatorname{Re} \lambda=$ const. $)$ as one cannot find any allowed (deformed) contour $W_{ \pm}$, for which the right-hand sides of Eq. (20) would assume a finite value for these transitions.

This conclusion can be corroborated independently by the investigation of the asymptotic behavior of the integral expression (19), in which the relation (13) and the limit (16) prove useful. We do not demonstrate it as it is not so lucid as the approach used.

## 5. CONCLUSIONS

According to the approach used the main difference between the Jost solutions and the Jost functions, which correspond to the potentials of the general Yukawa and Gaussian type, is the absence of the natural cuts in the complex $k$ plane for the latter type. We have also shown, in accordance with the general theory ${ }^{4}$ and unlike the former type, that the normalized Jost functions corresponding to the general Guassian potentials have the unity asymptotic behavior for one of the alternative $\operatorname{Im} \lambda \rightarrow \pm \infty(\operatorname{Re} \lambda=$ const.) only and real $k$. There is also a different asymptotic behavior with respect to the complex variable $k$ in either case.
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#### Abstract

This paper continues our systematic study of partial inner product spaces. We show here that a linear compatibility relation on a vector space $V$ is characterized by special families of vector subspaces of $V$, called involutive coverings, and vice versa. This result provides the link between partial inner product spaces, defined in an intrinsic way, and various concrete structures, such as rigged or nested Hilbert spaces. Given a linear compatibility, generating sets ("rich subsets") are discussed, and several examples are worked out. Finally, we introduce an order relation among all linear compatibilities on the same vector space.


## 1. INTRODUCTION

In the first paper of this series (Ref. 1, to be denoted by I in the sequel), we have introduced the concept of partial inner product space (PIP-space) in a rather intrinsic way. The whole structure is entirely determined by the partial inner product and its domain, the so-called compatible pairs of vectors. This procedure is, in a sense, the reverse of the familiar construction of "super-Hilbert" spaces, such as rigged, ${ }^{2}$ equipped, ${ }^{3}$ extended, ${ }^{4}$ or nested Hilbert spaces. ${ }^{5}$ Very schematically, there one starts from a family of Hilbert spaces and "ties" them together by duality or compatibility conditions. As was stated in I, all those structures are actually particular cases of PIP-spaces.

The aim of the present paper is to clarify the relationship between the two approaches, and also to work out a number of useful examples. In fact we will stay at the level of compatibility relations, the inner product itself will play no role; in other words, the treatment is purely algebraic, no topology will be needed.

We consider first the "constructive" approach (Sec. 2). The essence of the latter is abstracted in the concept of involutive covering of a vector space. This means, a covering family of vector subspaces, stable under finite intersection and equipped with a natural involution, which makes it into a lattice. Then we show, in Sec. 3, the equivalence of this approach with the intrinsic one developed in I. More precisely, an involutive covering $\mathscr{I}$ of $V$ uniquely defines a linear compatibility \# on $V$, such that the complete involutive lattice of assaying subsets $\mathscr{F}(V, \#)$ is the lattice completion of $\mathscr{I}$. Conversely, given $V$ and \#, $\mathscr{F}(V, \#)$ is an involutive covering of $V$. In addition, we construct explicitly the complete lattice generated by the family of Lebesgue spaces, $\mathscr{I}$ $=\left\{L^{p}([0,1] ; d x), 1<p<\infty\right\}$ or, more generally, any reflexive chain (i.e., a totally ordered family with a natural involution) of Banach spaces.

The discussion of Sec. 3 shows that the complete lattice $\mathscr{F}(V, \#)$ of assaying subsets for a given linear compatibility \# can be, in fact, recovered from much smaller families of subspaces. Such generating families, called rich subsets, are

[^9]analyzed in Sec. 4. Several examples are worked out, all of which possess a rich subset consisting entirely of Hilbert spaces: sequence spaces, spaces of locally integrable functions, spaces of functions (or sequences) of "prescribed growth," i.e., whose behavior at infinity is characterized in terms of a fixed family of functions (e.g., functions of polynomial or exponential growth). The existence of such rich subsets in crucial for practical applications; indeed they play the same role as bases of neighborhoods or of open sets do in topology. They will be studied further, together with topological properties, in the next paper of the series. ${ }^{6}$

In the last section we turn to the problem of comparing different compatibilities on the same vector space. A priori several order relations may be considered. It turns out, the one that is customarily used in lattice theory is useless in the present context. Another one is introduced, which says that a given compatibility \#, on $V$ is coarser than another one $\#_{2}$ iff the complete lattice $\mathscr{F}\left(V, \#_{1}\right)$ is a sublattice of $\mathscr{F}\left(V, \#_{2}\right)$, on which the two involutions coincide (involutive sublattice). This concept is useful for the construction of PIP-space structures on a given vector space $V$. Most vector spaces used in mathematical physics carry a natural (partial) inner product, defined on a suitable domain $\Gamma \subseteq V \times V$. With trivial restrictions on $\Gamma$ (symmetry, bilinearity), the condition: $f \# g$ iff $\{f, g\} \in \Gamma$, actually defines a linear compatibility \# on $V$. Then all linear compatibilities which are admissible for that particular inner product are precisely those that are coarser than \#, which in turn are determined by all involutive sublattices of $\mathscr{F}(V, \#)$.

On the other hand, the problem of refining a given compatibility (and then a given PIP-space structure) admits in general no solution, even less a unique maximal one. A counterexample is exhibited (for a PIP-space of analytic functions), in which two different, noncomparable, linear compatibilities have equivalent restrictions to a suitable involutive sublattice. However, partial answers to the refinement problem can be given, but some additional structure is needed, namely topological restrictions on individual assaying subsets (see Ref. 6).

Two appendices conclude the paper. In Appendix A, we rephrase our basic definitions in their natural mathematical framework, namely, Galois connections on partially ordered sets. The lesson is that, in fact, the linearity condition
on a compatibility is not essential at all: The whole theory goes through (as already mentioned in I) for a compatibility on an arbitrary set. We comment on this in Appendix B, and present a few examples which offer new insights into familiar subjects (such as topology for instance).

## 2. INVOLUTIVE COVERING OF A VECTOR SPACE

2.1. Definitions: Let $A$ be a partially ordered set, with order $\leqslant$. An (order reversing) involution on $A$ is a bijection $r \rightarrow \bar{r}$ of $A$ onto itself, such that
(i) $\bar{r}=r, \quad \forall r \in A$,
(ii) $p \geqslant q$ implies $\bar{p} \leqslant \bar{q}, \forall p, q \in A$.

In fact, by (i), $p \geqslant q$ iff $\bar{p} \leqslant \bar{q}$.
Let now $F$ be a lattice, with lattice operations $\wedge$ and $\vee$. Then for any involution $r \leftrightarrow \bar{r}$, condition (ii) above is equivalent to
(iii) $\overline{p \vee q}=\bar{p} \wedge \bar{q}, \forall p, q \in F$.

In the sequel, we will call involutive lattice any lattice with an involution. Similarly a complete involutive lattice is a complete lattice $F$ with an involution $r \leftrightarrow \bar{r}$ that verifies:
(iii') $\overline{\left(\vee_{r \in J} r_{j}\right)}=\wedge_{r \in J} \overline{r_{j}}, \quad$ for any family $J \subseteq F$.
It should be noticed that condition (iii') holds true for any involution on a lattice, complete or not, whenever the l.u.b. on the l.h.s. exists in the lattice.

If $F$ is a (complete) involutive lattice, a subset $F_{1} \subseteq F$ is a (complete) involutive sublattice of $F$ if it is a sublattice stable under the involution.
2.2. Remarks: (a) An involution should not be confused with a complementation: Even if the lattice has a greatest element $\omega$ and a least element $\alpha=\bar{\omega}$, one has in general $r \vee \bar{r} \neq \omega$ and $r \wedge \bar{r} \neq \alpha$.
(b) Complete involutive lattices arise naturally in the theory of Galois connections; a summary of the latter approach is given to Appendix A.

Now we particularize those concepts to families of subspaces of a vector space $V$, that is, subsets of $\mathscr{L}(V)$, the set of all vector subspaces of $V$, ordered by inclusion. Let $\mathscr{I}=\left\{V_{r}\right\}_{r \in I} \subset \mathscr{L}(V)$ be such a subset.
2.3. Definition: The family $\mathscr{I}=\left\{V_{r}\right\}_{r \in I} \subset \mathscr{L}(V)$ is called an involutive covering of $V$ if:
(i) $\mathscr{I}$ is a covering of $V: \cup_{r \in I} V_{r}=V$;
(ii) $\mathscr{I}$ is stable under finite intersection;
(iii) $\mathscr{I}$ carries an involution $V_{r} \leftrightarrow V_{\bar{F}}$.
2.4. Proposition: Any involutive covering of $V$ is an involutive lattice, with respect to the given involution and the following lattice operations:

$$
\begin{aligned}
& V_{p} \wedge V_{q}=V_{p} \cap V_{q} \\
& V_{p} \vee V_{q}=V_{s} \quad \text { where } V_{\bar{s}}=V_{\bar{p}} \cap V_{\bar{q}}
\end{aligned}
$$

Proof: Simple verification that $V$ defines indeed an l.u.b.

Notice that, in general, one has $V_{p} \vee V_{q} \subseteq V_{r}+V_{q}$, i.e., $\mathscr{F}$ need not be a sublattice of $\mathscr{L}(V)$ : The g.l.b. $\wedge$ is always given by set intersection, but the l.u.b. $V$ is determined by the involution. In the sequel we shall use the notation $V_{p \wedge q} \equiv V_{p} \wedge V_{q}, V_{p \vee q} \equiv V_{p} \vee V_{q}$.
2.5. Proposition: Let $\mathscr{I}$ be an involutive covering of $V$. Then every subspace $V_{r} \in \mathscr{I}$ satisfies the following identity:

$$
\begin{equation*}
V_{\bar{r}}=\cap_{f \in V_{r}}\left(\cup\left\{V_{\bar{q}} \mid V_{q} \in \mathscr{I}, V_{q} \ni f\right\}\right) \tag{1}
\end{equation*}
$$

Proof: (a) For any involutive covering, one has obviously:

$$
V_{\bar{r}} \subseteq \cap_{f \in V_{r}}\left(\cup\left\{V_{\bar{q}} \mid V_{q} \in \mathscr{I}, V_{q} \ni f\right\}\right)
$$

(b) To prove the inclusion in the other direction, let $g$ be a vector in the r.h.s. of Eq. (1). That is, given any $h \in V_{r}$, there exists a $V_{q} \in \mathscr{I}$, depending on $h(q \equiv q(h))$ such that $h \in V_{q}$ and $g \in V_{\bar{q}}$. A fortiori we have:

$$
\begin{aligned}
& h \in V_{p(h)} \equiv V_{q(h)} \cap V_{r} \subseteq V_{r}, \\
& g \in V_{\overline{p(h)}} \subseteq V_{\overline{q(h)}}
\end{aligned}
$$

and $V_{p(h)} \in \mathscr{I}$, the lattice being stable under intersection. Hence

$$
\underset{h \in V_{r}}{V} V_{p(h)} \subseteq V_{r}
$$

On the other hand, every $h \in V_{r}$ is contained in some $V_{p(h)}$, so:

$$
V_{r} \subseteq \cup_{h \in V_{r}} V_{p(h)} \subseteq V_{h \in V_{r}} V_{p(h)}
$$

Thus $V_{h \in V} V_{p(h)}$ exists in $\mathscr{F}$ and equals $V_{r}$. This implies that condition (iii') of Def. 2.1. holds true:

$$
\boldsymbol{V}_{\bar{r}}=\cap_{h \in \boldsymbol{V}_{r}} \boldsymbol{V}_{\overline{p(h)}}
$$

Since $g \in V_{\overline{p(h)}}$ for every $h \in V_{r}$, it follows that $g \in V_{\bar{r}} . \square$
2.6. Remark: Notice that the set $\cup\left\{V_{\bar{q}} \mid V_{q} \in \mathscr{I}\right.$, $\left.V_{q} \ni f\right\}$ is in fact a vector subspace of $V$. For let $h, g$ belong to some $V_{\bar{p}}, V_{\bar{q}}$ in that union. Thus $f \in V_{p} \cap V_{q}=V_{p \wedge q}$; hence $V_{\bar{p} \vee \bar{q}}$ belongs to the union also, and $h, g$ and $\lambda h+\mu g(\lambda, \mu \in \mathbb{C})$ all belong to $V_{\bar{p} \vee \bar{q}}$.

## 3. LINEAR COMPATIBILITY VERSUS INVOLUTIVE COVERING

In the paper I, we have introduced the notion of linear compatibility on a vector space. As we shall see, this concept is equivalent to that of involutive covering of Sec. 2. For convenience, we repeat here the basic definitions.

A linear compatibility on a vector space $V$ is a symmetric binary relation \# on $V$, such that, for every $f \in V$, the set $\{f\}^{\#}=\{g \in V \mid g \# f\}$ is a vector subspace of $V$. For any subset $S \subseteq V$, we write $S^{\#}=n_{f \in S}\{f\}^{\#}$. The subsets (in fact subspaces) $S \subseteq V$ such that $S^{\# \#}=S$ are called assaying subsets; they are precisely the sets of the form $S=Z^{\#}$, for some $Z \subseteq V$. We denote by $\mathscr{F}(V, \#)$ the family of all assaying subsets, ordered by inclusion. Then the basic result ${ }^{\prime}$ reads (see also Appendix A):
3.1. Theorem: Let $V$ be a vector space with a linear compatibility \#. Then the family $\mathscr{F}(V, \#)$ of all assaying subsets is an involutive covering of $V$, with the involution $V, \leftrightarrow$ $V_{\bar{r}}=\left(V_{r}\right)^{\#}$. Moreover, $\mathscr{F}(V, \#)$ is a complete involutive lattice with the following lattice operations:
$\wedge_{j \in J} V_{j}=\cap_{j \in J} V_{j}, \quad \underset{j \in J}{\vee} V_{j}=\left(\sum_{j \in J} V_{j}\right)^{\# \#}$.
Conversely, if we start with an involutive covering $\mathscr{I}$ of $V$, we can associate to it a linear compatibility such that $\mathscr{F}(V, \#)$ is the lattice completion of $\mathscr{I}$.
3.2. Theorem: Let $V$ be a vector space with an involutive covering $\mathscr{I}$. Consider in the Cartesian product $V \times V$ the subset $\Delta=\cup_{V_{r} \in \mathscr{S}} V_{r} \times V_{\bar{F}}$ and define $f \# g$ to mean $\{f, g\} \in \Delta$. Then:
(i) \# is a linear compatibility relation;
(ii) $\mathscr{I}$ is an involutive sublattice of $\mathscr{F}(V, \#)$;
(iii) Every element of $\mathscr{F}(V, \#)$ is an intersection of elements of the form $\left\{\cap_{V_{r} \in \mathscr{F}}, V_{r}\right\}^{\#}$ where $\mathscr{F}^{\prime} \subseteq \mathscr{I}$, i.e., $\mathscr{F}(V, \#)$ is the complete involutive lattice generated by $\mathscr{I}$ through unrestricted lattice operations.

Proof: (i) is easily verified. In order to prove (ii), notice that Eq. (1) can be rewritten as $V_{\bar{r}}=\left(V_{r}\right)^{\#}=\cap_{f \in V_{k}}\{f\}^{\#}$. This means that all subspaces $V_{r} \in \mathscr{I}$ are assaying subsets and that the involution $V_{r} \leftrightarrow V_{\bar{r}}$ coincides with the involution $V_{r} \leftrightarrow\left(V_{r}\right)^{\#}$. In order to prove (iii), we show first that, for every $h \in V$, one has:

$$
\begin{equation*}
\{h\}^{\# \#}=\cap\left\{V_{r} \mid V_{r} \in \mathscr{I}, V_{r} \ni h\right\} . \tag{3}
\end{equation*}
$$

Indeed, by (i), and Remark 2.4. we have:

$$
\begin{aligned}
\{h\}^{\#} & =U\left\{V_{\bar{r}} \mid V_{r} \in \mathscr{I}, V_{r} \ni h\right\} \\
& =\sum\left\{V_{\bar{r}} \mid V_{r} \in \mathscr{I}, V_{r} \ni h\right\}
\end{aligned}
$$

so that

$$
\begin{aligned}
\{h\}^{\# \#} & =\left(\sum\left\{V_{\bar{F}} \mid V_{r} \in \mathscr{I}, V_{r} \ni h\right\}\right)^{\#} \\
& =\cap\left\{V_{r} \mid V_{r} \in \mathscr{I}, V_{r} \ni h\right\} .
\end{aligned}
$$

To conclude, it suffices to notice that an arbitrary element $V_{q} \in \mathscr{F}(V, \#)$ can be written as:

$$
V_{q}=\cap_{h \in V_{q}}\{h\}^{\#}=\cap_{h \in V_{\bar{q}}}\left(\cap\left\{V_{r} \mid V_{r} \in \mathscr{I}, V_{r} \ni h\right\}\right)^{\#}
$$

3.3. Remark: Of course, if the set $\mathscr{I}$ is finite,
$\mathscr{F}(V, \#)=\mathscr{I}$. This case, although trivial in the present context, is important for applications. Indeed it covers already such concepts as rigged, ${ }^{2}$ or equipped Hilbert spaces, ${ }^{3}$ which are widely used in practice. See, e.g., Ref. 7 for an analysis of some quantum mechanical Hamiltonians in a five-element scale of Hilbert spaces.

Theorem 3.2 makes contact between the abstract formulation of I and the more concrete "constructive" approach developed previously for particular cases such as chains (or scales) of Hilbert or Banach spaces, ${ }^{8,9}$ nested Hilbert spaces, ${ }^{5}$ or rigged Hilbert spaces. ${ }^{2}$ In all of these situations, the starting point is a family of vector spaces $\left\{V_{r}\right\}$ which form an involutive lattice (or a scale), and $V$ is defined as $U_{r} V_{r}$ (technically, algebraic inductive limit). Theorem 3.2 shows that the two approaches are, in fact, equivalent. In other words, it makes clear that the concept of partial inner product space is a genuine generalization of all these particular structures.

It also follows that all we need is an involutive covering of $V$, the complete lattice $\mathscr{F}(V, \#)$ is then uniquely determined. In most cases, the lattice completion will remain implicit, for $\mathscr{F}(V, \#)$ is uncomfortably large. (This is just like a topology: One can seldom exhibit explicitly "all" open sets!) But in certain cases, an arbitrary assaying subset may be described, as will be clear from the following examples.

## 3.A. Example: Sequence spaces

As in I, Example 4(2), consider $V=\omega$, the space of all complex sequences, with the compatibility

$$
\left(x_{n}\right) \#\left(y_{n}\right) \Longleftrightarrow \sum_{n}\left|x_{n} y_{n}\right|<\infty .
$$

An assaying subset is precisely a perfect sequence space, as defined by Köthe. ${ }^{10}$ This example shows how big and unpractical the complete lattice $\mathscr{F}(V, \#)$ can be: This set $\mathscr{F}(\omega, \#)$ contains almost all possible types of topological vector spaces, many of them with rather awkward properties (it is Köthe's main source of counterexamples!). Thus it is imperative to restrict ourselves to suitable subsets of $\mathscr{F}(\omega, \#)$.

We will consider, in particular, the family $\mathscr{I}$ of all assaying subsets of the form

$$
\ell^{2}(r)=\left\{\left(x_{n}\right) \in \omega \mid\left(x_{n} r_{n}^{-1 / 2}\right) \in \ell^{2}\right\}
$$

where $r \equiv\left(r_{n}\right)$ is an arbitrary sequence of positive numbers. Then $\mathscr{I}$ is an involutive covering of $\omega$ :
(i) $\mathscr{I}$ is a covering of $\omega$ : Given $\left(x_{n}\right) \in \omega$ there is a weight sequence $r=\left(r_{n}\right)$ such that $\left(x_{n}\right) \in \ell^{2}(r)$; take, for instance, the following weights:
$\cdot r_{n}=\left|x_{n}\right|^{2} n^{2} \quad$ whenever $x_{n} \neq 0$,
$r_{n}$ arbitrary whenever $x_{n}=0$.
(ii) $\mathscr{I}$ is a lattice for the following operations:
$\ell^{2}(r) \wedge \ell^{2}(s)=\ell^{2}(p) \quad$ where $p_{n}=\min \left\{r_{n}, s_{n}\right\}$,
$\ell^{2}(r) \vee \ell^{2}(s)=\ell^{2}(q)$, where $q_{n}=\max \left\{r_{n}, s_{n}\right\}$.
(iii) $\mathscr{F}$ is an involutive lattice, with the involution
$r \leftrightarrow \bar{r} \equiv\left(r_{n}{ }^{-1}\right)$. Indeed:

$$
\begin{aligned}
& {\left[\ell^{2}(p)\right]^{\#}=\ell^{2}(\bar{p})=\ell^{2}(\bar{r}) \vee \ell^{2}(\bar{s}),} \\
& {\left[\ell^{2}(q)\right]^{\#}=\ell^{2}(\bar{q})=\ell^{2}(\bar{r}) \vee \ell^{2}(\vec{s}) .}
\end{aligned}
$$

Actually it turns out that $\mathscr{F}$ is a sublatice of $\mathscr{L}(\omega)$, i.e.:

$$
\begin{aligned}
& \ell^{2}(r) \wedge \ell^{2}(s)=\ell^{2}(r) \cap \ell^{2}(s), \\
& \ell^{2}(r) \vee \ell^{2}(s)=\ell^{2}(r)+\ell^{2}(s) .
\end{aligned}
$$

This is an example of a fairly general situation that will be studied systamatically in the next paper of this series. ${ }^{6}$

According to Theorem 3.2., we can now consider the compatibility $\#_{, g}$ corresponding to the family $\mathscr{I}$. We will see in Sec. 4 that, in fact, \#. $=\#$, and thus the complete involutive lattice generated by $\mathscr{I}=\left\{\ell^{2}(r)\right\}$ consists of all perfect sequence spaces.

## 3.B. Example: Lebesgue spaces

As a second example, consider the family of Lebesgue spaces over the interval $[0,1]$ with their usual norm topology:

$$
\mathscr{I}=\left\{L^{p} \equiv L^{p}([0,1] ; d x), \quad 1<p<\infty\right\} .
$$

These spaces form a chain: $p>q$ implies $L^{p} \subset L^{q}$, the embedding is continuous and has dense image. With the involution

$$
L^{p} \leftrightarrow\left(L^{p}\right)^{\prime}=L^{\bar{p}}, \quad p^{-1}+\bar{p}^{-1}=1,
$$

$\mathscr{F}$ is an involutive covering of the space $V=U_{1<p<\infty} L^{p}$. Given the corresponding compatibility \#, i.e., $\left(L^{p}\right)^{\#}$ $=L^{\bar{p}}$, we can compute explicitly the complete involutive lattice $\mathscr{F}(V, \#)$, using the results of the extensive study by Davis et al. ${ }^{11}$

Remark: Notice that we differ slightly from these authors, in that we do not include the space $L^{1}$ : By symmetry this would demand inclusion of $L^{\infty}$ as well, which would invalidate some of the statements made below about duality properties. However, their results apply to our case also, because the first Eq. (4) holds true also with the definition $\hat{S}=(1, t) \cup S$.

First we evaluate "elements of the first generation" of $\mathscr{F}:$

$$
L^{P}(S) \equiv \cap_{p \in S} L^{p}, \quad L^{I}(S) \equiv \cap_{p \in S} L^{p},
$$

where $S$ is an arbitrary subset of $(1, \infty)$. Introducing $r=\inf S, t=\sup S$, and defining $\hat{S}=(1, t) \cup S$, $\tilde{S}=(r, \infty) \cup S$, it is shown in Ref. 11 that:

$$
\begin{equation*}
L^{P}(S)=L^{P}(\hat{S}), \quad L^{I}(S)=L^{I}(\tilde{S}) \tag{4}
\end{equation*}
$$

This leaves us with four possible cases:
(i) $t \in S \Rightarrow \hat{S}=(1, t]$ and $L^{P}(S)=\underset{1<q \varangle t}{\cap} L^{q}=L^{t}$;
(ii) $t \notin S \Rightarrow \hat{S}=(1, t)$ and $L^{P}(S)=\underset{1<q<t}{\cap} L^{q} \equiv L^{t-}$;
(iii) $r \in S \Rightarrow \tilde{S}=[r, \infty)$ and $L^{I}(S)=\underset{r<q<\infty}{\cup} L^{q}=L^{r}$;
(iv) $r \notin S \Rightarrow \tilde{S}=(r, \infty)$ and $L^{I}(S)=\underset{r<q<\infty}{\cup} L^{q} \equiv L^{r+}$.

Thus we get two new types of spaces, $L^{P \pm}$. Their topo-
logical properties are based on the observation that, in the definition of $L^{p-}$, it is enough [by Eq. (4)] to consider a cofinal countable subset of the $V_{q}$ ' $s$. Then, using the terminology of Floret and Wloka (Ref. 12, §9), $L^{p-}$ is a strict FGspace. Therefore, we get
(i) For $1<p \leqslant \infty, L^{p-} \equiv \underset{1<q<p}{\cap} L^{q}$, with the projective topology, is a non-normable, reflexive Fréchet space, hence barrelled and complete, with dual ( $\left.L^{p-}\right)^{\prime}=$ $\left(L^{p-}\right)^{\#}=L^{\bar{p}+}$. In particular, $L^{\infty-}$ coincides with the space $L^{\omega}$ of Arens. ${ }^{13}$
(ii) For $1 \leqslant p<\infty, L^{p+} \equiv \cup_{p<q<\infty} L^{q}$, with the inductive topology, is a nonmetrizable (Mackey) complete, barrelled topological vector space, with dual $\left(L^{p+}\right)^{\prime}$ $=\left(L^{\rho+}\right)^{\#}=L^{\bar{p}-}$.
(iii) Furthermore, the following inclusions are proper:

$$
L^{p+} \subseteq L^{p} \subseteq L^{p-} \quad(1<p<\infty)
$$

the embeddings are continuous and have dense image.

### 3.4. Proposition ${ }^{14}$ : Let $\mathscr{I}$ be the chain

$\left\{L^{p}, 1<p<\infty\right\}$. Then the complete lattice $\mathscr{F}(V, \#)$ generated by $\mathscr{I}$ is also a chain, obtained by replacing each $L^{p}$ in $\mathscr{I}$ by the triplet $L^{p+} \subset L^{p} \subset L^{p-}$, and adding the smallest element $L^{\infty-}$ and the largest element $L^{1+}$.

Proof: First we evaluate elements of the form $\{f\}^{\# \#}$, then $\{f\}^{\#}$, and finally arbitrary elements of $\mathscr{F}(V, \#)$ through the usual relation:

$$
\mathscr{F}(V, \#) \ni V_{r}=\cap_{f \in V_{r}}\{f\}^{\#}
$$

Let $f \in V$. Then, by Eq. (3)

$$
\{f\}^{\# \#}=\cap_{L^{f} \ni f} L^{p}=L^{\bar{q}} \text { or } L^{\bar{q}-}, \quad \text { for some } \bar{q} \in(1, \infty)
$$

Therefore $\{f\}^{\#}=L^{q}$ or $L^{q+}$ for some $q \in(1, \infty)$. Finally

$$
V_{r}=\cap_{f \in V_{r}}\{f\}^{\#}=\left(\underset{q \in S}{\cap} L^{q}\right) \cap\left({\underset{r}{ } \in T}_{\cap} L^{r+}\right),
$$

where $S, T$ are some subsets of $(1, \infty)$, to be replaced by $\hat{S}, \hat{T}$ respectively.

For the first term on the r.h.s., we get

As for the second term, we observe that $r_{1}<r_{2}$ implies $L^{r_{2}^{+}} \subset L^{r_{1+}^{+}}$with continuous embedding; the set inclusion is obvious, and the embedding $L^{r_{2}+} \rightarrow L^{r_{1}+}$ can be factorized continuously through $L^{r}$, where $r$ is any real number such that $r_{1}<r<r_{2}$. Therefore all the spaces $L^{r+}, 1 \leqslant r<\infty$, form a chain with continuous embeddings. Thus we get

$$
\underset{r \in T}{\cap} L^{r+}=L^{t+}, \quad \text { where } t=\sup T
$$

Finally, $V_{r}$ is either of the form $L^{s} L^{t+}$, or of the form $L^{s-} \cap L^{t+}$. For $s \leqslant t$, we have $L^{s-} \supset L^{s} \supset L^{t+}$ and $V_{r}=$ $L^{t+}$. For $s>t$, we have $L^{t+} \supset L^{s-} \supset L^{s}$, so that $V_{r}=$ $L^{s}$ or $V_{r}=L^{s-}$. This concludes the proof.

## 3.C. Generalization: Reflexive chains of Banach spaces

Let $I_{0}=(a, b)$ be an open interval of $\mathbb{R}$, and for each $p \in I_{0}$ let there be a reflexive Banach space $V_{p}$. We say that the family $\mathscr{F}=\left\{V_{p}\right\}_{p \in I_{0}}$ is $a$ (continuous) reflexive chain of Banach spaces if the two following conditions hold:
(i) $p<q \Rightarrow V_{p} \subsetneq V_{q}$, the inclusion map is injective and continuous; ${ }^{15}$
(ii) $I_{0}$ carries an involution $p \leftrightarrow \bar{p}$ such that the dual of $V_{p}$ is norm-isomorphic to $V_{\bar{p}}:\left(V_{p}\right)^{\prime} \simeq V_{\bar{p}}$.
The following properties follow easily from the definition (see also Ref. 6):
(a) $\mathscr{I}$ is an involutive covering of $V \equiv \cup_{p \in I_{0}} V_{p}$, corresponding to the compatibility $\left(V_{p}\right)^{\#}=V_{\bar{p}}$.
(b) Whenever $p<q$, the inclusion map $V_{p} \rightarrow V_{q}$ has dense range and each $V_{p}$ is dense in $V$ (considered as the inductive limit $\lim \vec{p}_{p \in I_{0}} V_{p}$ ).
(c) $V^{\#} \equiv \cap_{p \in I_{0}} V_{p}$ is a dense subspace of every $V_{p}$, and of $V$ as well.

Let now $I=[a, b]$ be a closed interval. The analogous definition is obvious, the only difference being that, now $V^{\#}=V_{a}, V=V_{b}$. Within this context, a proposition similar to 3.4. can be formulated. As before we define

$$
V_{p} \equiv \equiv \cup_{q<p}^{\cup} V_{q}, \quad V_{p 0} \equiv V_{p}, \quad V_{p+} \equiv \underset{p<q}{\cap} V_{q} .
$$

Let $F_{0}$ be the totally ordered set $F_{0}=(a, b) \times\{-, 0,+\}$ with its lexicographic order $(-<0<+)$. Then we have:
3.5. Proposition: Let $\mathscr{I}=\left\{V_{p}\right\}_{p \in I}$ be a reflexive chain of Banach spaces. Then the complete involutive lattice $\mathscr{F}=\mathscr{F}(V, \#)$ is a chain given explicitly as follows:
(i) If $I=(a, b)$ is an open interval, $\mathscr{F}$ consists of $V^{\#} \equiv$ $V_{a}, \mathscr{F}_{0}, V \equiv V_{b-}$, where $\mathscr{F}_{0}$ is a chain indexed by $F_{0}$.
(ii) If $I=[a, b]$ is a closed interval, $\mathscr{F}$ is the chain $V^{\#} \equiv V_{a}, V_{a+}, \mathscr{F}_{0}, V_{b}, V \equiv V_{b}$.

Proof: The argument is exactly the same as the one given in Proposition 3.4 for the case of Lebesgue spaces. First one shows (using the involution $p \leftrightarrow \vec{p}$ ) that the inclusions $V_{p-} \subset V_{p 0} \subset V_{p+}$ are proper. Then, one proves that $V_{p+}$, with the projective topology, is a reflexive Fréchet space, with dual $V_{\bar{p}-}$, and $V_{p--}$, with the inductive topology, is a reflexive nonmetrizable, barrelled topological vector space, with dual $V_{\bar{p}+}$. The rest of the argument is then identical and gives (i); as for (ii), it is obvious.

The situation described above is in fact extremely frequent in applications. The following examples of reflexive chains of Banach spaces are all well known (the first two have the direct order, all the others the inverse order):
(1) the chain of sequence spaces $\left\{\ell^{p}, 1<p<\infty\right\}$;
(2) the chain of ideals of compact operators in a Hilbert space $H:\left\{\mathscr{C}^{p}(H), 1<p<\infty\right\}$, which is isomorphic to (1) (see I, Example 4.7);
(3) the chain of Sobolev spaces $\mathscr{H}_{s}(-\infty<s<\infty)$ defined as follows ${ }^{16,17}$ : A tempered distribution $f \in \mathscr{S}^{\prime}\left(\mathbb{R}^{\prime \prime}\right)$ belongs to $\mathscr{H}_{s}$ if its Fourier transform $\hat{f}$ verifies

$$
\int d^{n} \xi|\hat{f}(\xi)|^{2}\left(1+|\xi|^{2}\right)^{s}<\infty
$$

the involution here is $\left(\mathscr{H}_{s}\right)^{\#}=\left(\mathscr{H}_{s}\right)^{\prime}=\mathscr{H}_{-s} ;$
(4) any chain of Hilbertian spaces, as defined by Palais; ${ }^{\text {B }}$
(5) in particular, the chain of Hilbert spaces $\mathscr{F}^{p}$
$(-\infty<\rho<\infty)$ in Bargmann's space $\mathscr{B} \mathscr{B}^{\prime},{ }^{18}$ defined as follows: $\mathscr{F}^{\rho}$ consists of all those entire functions $f(z), z \in \mathbb{C}^{n}$, such that

$$
\int_{t, \prime}|f(z)|^{2}\left(1+|z|^{2}\right)^{\prime} e^{-|z|^{2}} d^{n} z<\infty
$$

and $\mathscr{C}^{\prime}=u_{\rho \in \mathbb{R}} \mathscr{F}^{\rho}$ [see I, example 4.8 (b)];
(6) a chain of Banach spaces that generalizes the Lebesgue spaces $L^{p}$ to algebras of unbounded operators has been constructed by Inoue. ${ }^{19}$
3.6. Remark: The general considerations given in Secs. 1 and 2 were purely algebraic, no topology was mentioned, except for the explicit examples of Secs. 3.B. and 3.C. Here topological duality was used as a means of defining an adequate involution. We will come back in the next paper ${ }^{6}$ to this alternative approach, closer to Refs. 2 and 5.

## 4. RICH SUBSETS OF $\mathscr{F}(V, \#)$

We have seen in Sec. 3 that an involutive covering on a vector space $V$ uniquely determines a linear compatibility on $V$. Actually even less is needed: Any family of subsets of $V$ that allows to reconstruct the compatibility will suffice. Considering the fact that the full lattice $\mathscr{F}$ is in general much too large for practical purposes, this result will be most useful for applications. In this section, we will briefly analyze the abstract situation, then exhibit a number of examples.
4.1. Definition: A family $\mathscr{I}_{0}$ of subsets of $V$ is called rich for the linear compatibility \# if, given any compatible pair $f, g \in V$, there exists $S \in \mathscr{I}_{o}$ such that $f \in S^{\#}$ and $g \in S^{\# \#}$.

Notice that elements of $\mathscr{I}_{0}$ need not be vector subspaces of $V$ : The involution automatically generates them. But richness is not lost in the process. Indeed, if we define the three following sets:
$\mathscr{I}_{0}^{(\#)}=\left\{S^{\#} \mid S \in \mathscr{I}_{0}\right\}, \mathscr{I}_{0}^{(\# \#)}=\left\{S^{\# \#} \mid S \in \mathscr{I}_{0}\right\}$, $\mathscr{I}=\mathscr{I}_{0}^{(\#)} \cup \mathscr{I}_{0}^{(\# \#)}$,
we have (the proof is straightforward):
4.2. Proposition: Let $\mathscr{J}$ be any one of $\mathscr{I}_{0}^{(\#)}, \mathscr{F}_{0}^{(\# \#)}, \mathscr{J}$. Then:
(i) $\mathscr{J}$ is a subset of $\mathscr{F}(V, \#)$ :,
(ii) $\mathscr{J}$ is rich and covers $V: \cup_{S \in \mathscr{Y}} S=V$,
(iii) $V^{\#}=\cap_{s \in \mathcal{Y}} S$.

The lesson is clear: If $\mathscr{I}_{0}$ is rich, and $\mathscr{I}_{1} \supset \mathscr{I}_{0}$, then $\mathscr{I}_{1}$ is also rich. This allows one to enlarge a rich subset by "closing" it with respect to some algebraic operation: Involution (which gives $\mathscr{F}$ ), lattice operations, or both. In the latter case, we get the involutive sublattice of $\mathscr{F}(V, \#)$ generated by $\mathscr{I}_{0}$, which is an involutive covering. Anyway there is no loss of generality in assuming a rich subset to contain only assaying subsets (although for some applications it might be more convenient not to do so).

Remark: The above definition may also be phrased as follows. A family $\mathscr{I}$ of assaying subsets is rich iff relation (1) in Proposition 2.5 holds for any assaying subset $V_{r}$, or, equivalently, relation (3) of Theorem 3.2 holds for any $h \in V$.

The main reason for introducing rich subsets of $\mathscr{F}(V, \#)$ is topological. Namely, arbitrary assaying subsets, equipped with their Mackey topologies, may be difficult to handle, whereas it is easy in most cases to find homogeneous rich subsets, that is rich subsets $\mathscr{I}$ whose elements are all of the same type, such as Hilbert spaces or reflexive Banach spaces. A number of examples are given below. Such rich subsets will be studied in the next paper. ${ }^{6}$

## 4.A. Example: Hilbert spaces of sequences

We take again Example 3.A, and show that $\mathscr{I}=\left\{\ell^{2}(r)\right\}$ is a rich subset of $\mathscr{F}(\omega, \#)$ consisting of Hilbert spaces only. Let $f, g \in \omega$ with $f \# g$, i.e.,
$\Sigma_{n=1}^{\infty}\left|f_{n} g_{n}\right|<\infty$. Define a partition of $n \in \mathbf{N}$ into four disjoint subsets as follows:

$$
\begin{aligned}
& N_{1}=\left\{n \in \mathbb{N} \mid f_{n} \neq 0, \quad g_{n} \neq 0\right\}, \\
& N_{2}=\left\{n \in \mathbb{N} \mid f_{n}=0, \quad g_{n} \neq 0\right\}, \\
& N_{3}=\left\{n \in \mathbb{N} \mid f_{n} \neq 0, \quad g_{n}=0\right\}, \\
& N_{4}=\left\{n \in \mathbb{N} \mid f_{n}=g_{n}=0\right\} .
\end{aligned}
$$

All four subsets may be finite or infinite. Let $s=\left(s_{n}\right)$ be an arbitrary square integrable sequence, with nonzero elements. Then define a sequence of weights, $r=\left(r_{n}\right)$, as follows:

$$
\begin{array}{ll}
\cdot \text { for } n \in N_{1}, & r_{n}=\left|f_{n}\right|\left|g_{n}\right|^{-1}, \\
\cdot \text { for } n \in N_{2}, & r_{n}=\left|s_{n}\right|^{\mid}\left|g_{n}\right|^{-2}, \\
\cdot \text { for } n \in N_{3}, & r_{n}=\left|f_{n}\right|^{2}\left|s_{n}\right|^{-2}, \\
\text { • for } n \in N_{4}, & r_{n}>0, \quad \text { arbitrary } .
\end{array}
$$

Then $f \in \ell^{\mathcal{L}}(r), g \in \ell^{2}\left(r^{-1}\right)$; indeed

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left|f_{n}\right|^{2} r_{n}^{-1} & =\sum_{n \in N_{1} \cup N_{3}}\left|f_{n}\right|^{2} r_{n}^{-1} \\
& =\sum_{n \in N_{1}}\left|f_{n}\right|\left|g_{n}\right|+\sum_{n \in N_{3}}\left|s_{n}\right|^{2}<\infty \\
\sum_{n=1}^{\infty}\left|g_{n}\right|^{2} r_{n} & =\sum_{n \in N_{1} \cup N_{2}}\left|g_{n}\right|^{2} r_{n} \\
& =\sum_{n \in N_{1}}\left|f_{n}\right|\left|g_{n}\right|+\sum_{n \in N_{2}}\left|s_{n}\right|^{2}<\infty .
\end{aligned}
$$

## 4.B. Example: Locally integrable functions

Let $V=L_{\text {loc }}^{1}\left(\mathbb{R}^{n}, d^{n} x\right)$, the space of all functions on $\mathbb{R}^{n}$ locally integrable with respect to the Lebesgue measure. With the compatibility.

$$
f \# g \Longleftrightarrow \int|f(x) g(x)| d x<\infty
$$

one has, as usual, [I, Example 4(5)] $V^{\#}=L_{\text {comp }}^{\infty}\left(\mathbb{R}^{n}, d^{n} x\right)$, the essentially bounded functions of compact support.

Let $r: \mathbb{R}^{n} \rightarrow \mathbb{R}^{+}$be a measurable, a.e. positive function, such that both $r$ and $\bar{r} \equiv r^{-1}$ are locally integrable. Denote by $L^{2}(r)$ the space of measurable functions $f: \mathbb{R}^{n} \rightarrow \mathbb{C}$ such that $f r^{-1 / 2}$ is square integrable. Then we claim:
(i) $L_{\text {comp }}^{\infty} \subset L^{2}(r) \subset L_{\text {loc }}^{1}$;
(ii) the family of all such $L^{2}(r)$ is a rich sublattice of $\mathscr{F}(V, \#)$.

Part (i) is a straightforward verification. As for (ii),
write $\mathbb{R}^{n}$ in the form: $\mathbb{R}^{n}=\cup_{j=1}^{\infty} \Omega_{j}$ where $\Omega_{j}=$ $\left\{x \in \mathbb{R}^{n}|j-1 \leqslant|x|<j\}\right.$. Thus each $\Omega_{j}$ is relatively compact and $\Omega_{j} \cap \Omega_{k}=\emptyset$ if $j \neq k$. Let $f g \in V, f \# g$, and $\left\{\alpha_{j}\right\},\left\{\beta_{j}\right\}$ two arbitrary sequences of positive numbers such that:

$$
\sum_{j=1}^{\infty} \alpha_{j} \int_{\Omega_{j}}|f(x)| d^{n} x<\infty, \quad \sum_{j=1}^{\infty} \beta_{j} \int_{\Omega_{j}}|g(x)| d^{n} x<\infty .
$$

Define

$$
r(x)=\sum_{j=1}^{\infty} \chi_{j}(x) r_{j}(x)
$$

where

$$
r_{j}(x)=\sup \left(\beta_{j},|f(x)|\right) / \sup \left(\alpha_{j},|g(x)|\right) .
$$

$\chi_{j}$ is the characteristic function of $\Omega_{j}$. (Remark: Elements of $V$ are in fact classes of equivalent functions; if in the definition of $r_{j} f$ or $g$ is replaced by a equivalent function, so is $r_{j}$, and nothing changes in the argument. ${ }^{20}$ ) Thus $r^{-1}(x)=$ $\Sigma_{j=1}^{\infty} \chi_{j}(x) r_{j}^{-1}(x)$, and both $r$ and $r^{-1}$ are locally integrable. Furthermore, it is easily shown that $f \in L^{2}(r)$, $g \in L^{2}(\bar{r})$. For instance:

$$
\begin{aligned}
& \int_{\mathbb{R}^{\prime \prime}}|f|^{2} r^{-1} d^{n} x=\sum_{j=1}^{\infty} \int_{\Omega_{j}}|f|^{2} \frac{\sup \left(\alpha_{j}|g|\right)}{\sup \left(\beta_{j},|f|\right)} d^{n} x \\
& \leqslant \sum_{j=1}^{\infty} \int_{\Omega_{j}}|f| \sup \left(\alpha_{j} ;|g|\right) d^{n} x \\
& =\sum_{j=1}^{\infty}\left(\int_{\Omega_{j} n|x||g(x)|>\alpha_{j} \mid}|f g| d^{n} x\right. \\
& \left.\quad+\int_{\left.\Omega_{, n}|x||g(x)|<\alpha,\right\}} \alpha_{j}|f| d^{n} x\right) \\
& \leqslant \sum_{j=1}^{\infty}\left(\int_{\Omega_{j}}|f g| d^{n} x+\alpha_{j} \int_{\Omega_{j}}|f| d^{n} x\right) \\
& =\int_{\mathbb{R}^{n}}|f g| d^{n} x+\sum_{j=1}^{\infty} \alpha_{j} \int_{\Omega_{j}}|f| d^{n} x<\infty .
\end{aligned}
$$

Thus $\left\{L^{2}(r)\right\}$ is rich in $L_{\text {ioc }}^{1}$. Moreover it is an involutive sublattice of $\mathscr{F}(V, \#)$, with the following lattice operations:

$$
\cdot L^{2}(r) \subseteq L^{2}(s) \Longleftrightarrow r(x) \leqslant s(x) \text { a.e. }
$$

$$
\cdot L^{2}(r) \wedge L^{2}(s)=L^{2}(p), \quad \text { with } p(x)=\inf \{r(x), s(x)\}
$$

$$
\cdot L^{2}(r) \vee L^{2}(s)=L^{2}(q), \quad \text { with } q(x)=\sup \{r(x), s(x)\}
$$

$$
\cdot\left[L^{2}(r)\right]^{\#}=L^{2}(\bar{r}), \quad \text { with } \bar{r}(x)=r^{-1}(x)
$$

4.3. Remark: The above result generalizes to the space $L_{\text {ioc }}^{1}(X, d \mu)$, where $X$ is a locally compact and $\sigma$-compact space (i.e., $X=\cup_{n} K_{n}, K_{n} \subset K_{n+1}, K_{j}$ relatively compact) and $\mu$ is a non-negative Radon measure on $X$. A similar result holds with $V=L_{\text {ioc }}^{2}$ (hence $V^{\#}=L_{\text {comp }}^{2}$ ) and $r^{ \pm^{1}} \in$ $L_{\text {ioc }}^{2}$ (instead of $L_{\text {loc }}^{1}$ ). Also if $X$ is compact, i.e., $V=L^{1}(X, d \mu), V^{\#}=L^{\circ}(X, d \mu)$, the statement is simply that the family $\left\{L^{2}(r), r^{ \pm} \in L^{1}\right\}$ is rich.

## 4.C. Example: Functions or sequences of prescribed growth

The result of Example 4.B can be improved if $V$ is restricted to those locally integrable functions which satisfy a growth condition at infinity (such as functions, or sequences, of polynomial or exponential growth), in the sense that the
weight functions $r(x)$ can now be assumed to have the same type of growth.

More precisely, for $X$ and $\mu$ as above, let $A$ be a partially ordered set and let $\left\{F^{(\alpha)}, \alpha \in A\right\}$ be a family of positive $\mu$ locally integrable functions, indexed by $A$ and monotonically increasing in $\alpha$ :

$$
\alpha \leqslant \beta \Longleftrightarrow F^{(\alpha)}(x) \leqslant F^{(\beta)}(x) \quad(\mu \text { - a.e. }) .
$$

Assume furthermore that, given $\alpha, \beta \in A$, there exists a positive square integrable function $s_{\alpha \beta}$ which verifies the following inequality for some positive constant $C_{\alpha \beta}$ :

$$
\begin{equation*}
0<s_{\alpha \beta}^{2}(x) \leqslant C_{\alpha \beta} F^{(\alpha)}(x) F^{(\beta)}(x) \quad(\mu \text { - a.e. }) . \tag{5}
\end{equation*}
$$

Define $V$ as the vector space of those functions
$f \in L_{\mathrm{loc}}^{1}(X, d \mu)$ which grow no faster than the functions $F^{(\alpha)}$, i.e., $f \in V$ if there exists $\alpha \in A$ and a constant $c>0$ such that:

$$
|f(x)| \leqslant c F^{(\alpha)}(x) \quad(\mu \text {-a.e. }) .
$$

Equip $V$ with the compatibility \# inherited from $L_{\text {loc }}^{1}$. Then:
4.4. Proposition: Let $V, \#$ as above. Consider the family $\mathscr{F}=\left\{L^{2}(r)\right\}$, where each $r$ is a weight function that verifies the following inequalities for some $\alpha, \beta \in A$ and positive constants $c^{\prime}, c^{\prime \prime}$ :

$$
\begin{equation*}
c^{\prime}\left[s_{\alpha \beta}(x) / F^{\beta}(x)\right] \leqslant r^{1 / 2}(x) \leqslant c^{\prime \prime}\left[F^{(\alpha)}(x) / s_{\alpha \beta}(x)\right] . \tag{6}
\end{equation*}
$$

Then the family $\mathscr{I}$ is a rich subset of $\mathscr{F}(V, \#)$.
Before proving the statement, let us give a few examples.
(i) Functions of polynomial growth $\left[\right.$ in $\left.L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}, d^{n} x\right)\right]$ :

$$
\begin{aligned}
& F^{(\alpha)}(x)=\left(1+|x|^{2}\right)^{\alpha / 2} \quad \alpha \in \mathbb{Z} \text { or } \mathbb{R}, \\
& s_{\alpha \beta}(x)=\left(1+|x|^{2}\right)^{-\gamma / 2} \\
& \quad \text { with } \gamma>n / 2 \text { and } \gamma \geqslant-\frac{1}{2}(\alpha+\beta) .
\end{aligned}
$$

The assaying subsets $L^{2}\left(r_{\alpha \beta}\right)$ obtained in this example actually form an involutive sublattice of $\mathscr{F}(V, \#)$ (see Hörmander, ${ }^{16}$ Theorem 2.1.1.).
(ii) Slowly increasing sequences (in $\omega$ ):

By the same reasoning, we find that the family $\left\{\ell^{2}(r)\right\}$, where $r=\left(r_{n}\right)$ is a sequence of tempered weights, i.e.,

$$
c^{\prime}(1+n)^{-\beta} \leqslant r_{n} \leqslant c^{\prime \prime}(1+n)^{\alpha}, \quad c^{\prime}, c^{\prime \prime}>0,
$$

is rich in the space $s^{\prime}$ of slowly increasing sequences, equipped with the standard compatibility from $\omega$.
(iii) Functions of exponential growth $\left[\right.$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right.$, $\left.\left.d^{n} x\right)\right]$ :

$$
\begin{array}{ll}
F^{(\alpha)}(x)=e^{\alpha|x|}, & \alpha \in \mathbb{R} \\
s_{\alpha \beta}(x)=e^{\gamma|x|}, & \text { with } \gamma \in \mathbb{R}, \quad \gamma>\alpha+\beta .
\end{array}
$$

(iv) Entire functions of order 2 (in Bargmann's space $\mathscr{C}^{{ }^{18}}$ ):
As in Sec. 3.B, example (5), take $X=\mathbb{C}^{n}$, with Gaussian measure $d \mu(z)=e^{-|z|^{2}} d z$; then $\mathscr{C}^{\prime}$ consists also of those entire functions with growth indexed by the following family:

$$
\begin{aligned}
& F^{(\alpha)}(z)=e^{1 / 2|z|^{2}}\left(1+|z|^{2}\right)^{-\alpha / 2}, \quad \alpha \in \mathbb{R} \text { or } \mathbb{Z} \\
& s_{\alpha \beta}(z)=1, \quad \forall \alpha, \beta .
\end{aligned}
$$

Proof of Proposition 4.4: Let $|f(x)| \leqslant c F^{(\alpha)}(x)$, $|g(x)| \leqslant c^{\prime} F^{(\beta)}(x)$, and $\int_{X}|f(x) g(x)| d \mu<\infty$. We choose a
function $s_{\alpha \beta} \in L^{2}(X, d \mu)$ that verifies Eq. (5). Then we proceed as in Example 4.A, dividing $X$ into four disjoint subsets $X_{j}, j=1, \ldots, 4$, depending on whether
$|f(x)|-\left[s_{\alpha \beta}^{2}(x) / F^{(\beta)}(x)\right] \geqslant 0\left(X_{1}\right.$ and $\left.X_{3}\right)$ or $\leqslant 0\left(X_{2}\right.$ and $\left.X_{4}\right)$,
$|g(x)|-\left[s_{\alpha \beta}^{2}(x) / F^{(\alpha)}(x)\right] \geqslant 0\left(X_{1}\right.$ and $\left.X_{2}\right)$ or $\leqslant 0\left(X_{3}\right.$ and $\left.X_{4}\right)$.
We define a weight function $r_{\alpha \beta}$ as follows:

$$
\begin{aligned}
r_{\alpha \beta}(x) & =|f(x)||g(x)|^{-1}, \quad x \in X_{1} \\
& =s_{\alpha \beta}^{2}(x)|g(x)|^{-2}, \quad x \in X_{2} \\
& =|f(x)|^{2} s_{\alpha \beta}^{-2}(x), \quad x \in X_{3} \\
& =\text { arbitrary for } x \in X_{4} \quad \text { provided Eq. (6) is verified. }
\end{aligned}
$$

It is then straightforward to verify that $f \in L^{2}\left(r_{\alpha \beta}\right)$,
$g \in L^{2}\left(\overline{r_{\alpha \beta}}\right)$, and also that $r_{\alpha \beta}$ verifies Eq. (6) on all of $X$.

## 4.D. Two counterexamples

(i) The family $\left\{\ell^{p}\right\}_{1 \leqslant p \leqslant \infty}$ is not rich in $\ell^{\infty \infty}$, with the compatibility from $\omega$. Indeed we have:
$f \equiv\left[(\log n)^{-1}\right]$ belongs to $\ell^{\infty}$, but not to $\ell^{\infty-} \equiv U_{p<\infty} \ell^{p}$,

$$
g \equiv\left[(n \log n)^{-1}\right] \text { belongs to } \ell^{1+} \equiv \cap_{1<p \leqslant \infty} \ell^{p}, \text { but }
$$ not to $\ell^{1}$, and yet

$\Sigma_{n=1}^{\infty}\left|f_{n} g_{n}\right|=\sum_{n=1}^{\infty} n^{-1}(\log n)^{-2}<\infty$ by Ref. 21.
This example carries over immediately to the ideals $\mathscr{C}^{p}$ $(1 \leqslant p \leqslant \infty)$ of compact operators in a Hilbert space [cf. Sec. 3.B., example (2)].
(ii) The family $\left\{\ell^{2}\left(r^{(k)}\right)\right\}_{k \in \mathcal{Z}}$ where $r_{n}^{(k)}=n^{k}$, is not rich in the space $s^{\prime}$, for the same compatibility. Take indeed:

$$
f_{n}=n^{\prime} \text { and } g_{n}=n^{-1-1}(\log n)^{-1-\delta}(\delta>0) .
$$

Then

$$
\sum_{n=1}^{\infty}\left|f_{n} g_{n}\right|=\sum_{n=1}^{\infty} n^{-1}(\log n)^{-1-\delta}<\infty,
$$

but there is no $k \in \mathbb{Z}$ such that $f \in \ell^{2}\left(r^{(k)}\right)$ and $g \in \ell^{2}\left(\overline{r^{(k)}}\right)$ :

$$
\begin{aligned}
& \sum_{n=1}^{\infty}\left|f_{n}\right|^{2}\left[r_{n}^{(k)}\right]^{-1}=\sum_{n=1}^{\infty} n^{2 l-k}<\infty, \quad \text { iff } k>2 l+1, \\
& \sum_{n=1}^{\infty}\left|g_{n}\right|^{2} r_{n}^{(k)} \\
& \quad=\sum_{n=1}^{\infty} n^{k-2 l-2}(\log n)^{-2-2 \delta}<\infty, \quad \text { iff } k \leqslant 2 l+1 \cdot{ }^{21}
\end{aligned}
$$

It is interesting to notice that further enlarging the family of weights does not improve the situation, as long as it remains totally ordered: For instance, if one uses $\left\{r^{(k, j}\right\}$ with $r_{n}^{(k . j)}=n^{k}(\log n)^{j}$, a similar counterexample can be obtained. The moral is that whenever the compatibility \# is given by absolute convergence of a series or an integral, no totally ordered subset of $\mathscr{F}(V, \#)$ will be rich: Two vectors $f, g$ may be compatible, not because one is "good" and the other is "bad", but because there are cancellations between $f_{n}$ and $g_{n}$. An extreme example is that of two wildly increasing sequences, $f$ and $g$, such that $f_{2 m}=0$ and $g_{2 m+1}=0$ for all $m$. Simpler yet, the complete lattice generated by a totally ordered subset will be totally ordered, i.e., a chain, while $\mathscr{F}(V, \#)$ is not (compare Sec. 3.B).

## 5. COMPARISON OF COMPATIBILITY RELATIONS ON A VECTOR SPACE

One of the main reasons to consider partial inner product spaces is the possibility they offer to control very singular operators. For this purpose the question frequently arises as to whether a given compatibility relation is "fine" enough for a particular operator, or, on the contrary, too fine in that it leads to an unmanageable lattice of assaying subsets. What we need is obviously a way of comparing different compatibility relations on the same vector space.

Let $V$ be a vector space, $\#_{1}$ and $\#_{2}$ linear compatibility relations on $V$. We will say that $\#_{1}$ is weakly finer than $\#_{2}$, say, if \#, has more compatible pairs; equivalently, $f \#_{2} g$ implies $f \#_{1} g$ for any pair $f, g \in V$, or $S^{\#_{2}} \subseteq S^{\# \text { ' }}$ for any subset $S \subseteq V$. This relation is a partial order on the set $\operatorname{Comp}(V)$ of all linear compatibility relations on $V$ (see also Appendix A). Actually, $\operatorname{Comp}(V)$ is even a complete lattice for this order, since it is stable under arbitrary intersections and has a greatest element \#. Here, intersection is defined as follows: $S^{\wedge^{\prime \prime}{ }^{\prime \#}{ }_{i}}=\cap_{i \in I} S^{\# ;}$ for an arbitrary subset $S \subseteq V$. The greatest element is the trivial compatibility $\hat{\#}$ for which every pair of vectors is a compatible pair:

$$
f \hat{\#} g, \forall f, g \in V \text { or }\{f\}^{\dot{\#}}=V, \forall f \in V .
$$

The lattice $\mathscr{F}(V, \hat{\#})$ has only one element, namely $V$ itself. Thus $\mathscr{F}(V, \#)$ is not a subset of $\mathscr{F}(V, \hat{\#})$, for any $\# \in$ Comp( $V$ ); more generally, a weakly finer compatibility does not lead to more assaying subsets. As a consequence, this ordering of $\operatorname{Comp}(V)$, although standard in the context of Galois connections (see Appendix A), is useless for our purposes.

Before passing to a stronger order, it is instructive to exhibit an example of two compatibilities, which are not weakly comparable.
5.1. Example: Let $\mathscr{E}^{\prime}$ be Bargmann's space of entire holomorphic functions defined on the complex plane. Define the following compatibilities on $\mathscr{E}^{\prime}$ :

$$
\begin{aligned}
& f \#_{1} g \text { iff } \int_{\mathrm{U}}|f(z) g(z)| e^{-|z|^{2}} d z<\infty, \\
& f \#_{1} g \text { iff } \sum_{n=0}^{\infty} n!\left|a_{n} b_{n}\right|<\infty,
\end{aligned}
$$

where $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{n}$. Let now $f(z)=\exp \left(\frac{1}{2} z^{2}\right)$ and $g_{1}(z)=\exp \left(\frac{i}{2} z^{2}\right)$. Then $f$ and $g_{1}$ are $\# 1$-compatible, but they are not $\#_{2}$-compatible. On the other hand, if $g_{2}(z)=z \exp \left(\frac{1}{2} z^{2}\right)$, then $f$ and $g_{2}$ are (trivially) $\# \#_{2}$-compatible and they are not $\#_{1}$-compatible. Hence $\#_{1}$ and $\#_{2}$ are not comparable in the weak sense.

As discussed above, a good order on $\operatorname{Comp}(V)$ must satisfy the two following conditions: If $\# 1$ is finer than $\#_{2}$, then $\#_{2}$-compatible vectors should be $\#_{1}$-compatible (i.e., finer implies weakly finer) and $\mathscr{F}\left(V, \#_{2}\right)$ should be a subset of $\mathscr{F}\left(V, \#_{1}\right)$. However, these requirements are not sufficient for a comparison of compatibilities. It is essential that the involution in $\mathscr{F}\left(V, \#_{2}\right)$ be the restriction of the involu-
tion in $\mathscr{F}(V, \# 1)$. This condition leads to the next definition.
5.2. Definition: We shall say that $\#_{1}$ is finer than $\#_{2}$, or that $\#_{2}$ is coarser than $\#_{1}\left(\#_{2} \leqslant \#_{1}\right)$ if $\mathscr{F}\left(V, \#_{2}\right)$ is an involutive sublattice of $\mathscr{F}\left(V, \#_{1}\right)$.

A simple criterion for comparing two compatibilities on $V$ is given by the following result.

$$
\begin{align*}
& \text { 5.3. Proposition: } \#_{1} \text { is finer than } \#_{2} \text { iff } \\
& S^{\#_{2} \#_{2}}=S^{\#_{2} \#_{1}} \tag{7}
\end{align*}
$$

for every subset $S \subseteq V$.
Proof: We know that $A \subseteq V$ belongs to $\mathscr{F}\left(V, \#_{i}\right)$ if and
 for some $C \subseteq V$. Thus Eq. (7) means that every element $S^{\# \#_{2}}$ of $\mathscr{F}\left(V, \#_{2}\right)$ belongs to $\mathscr{F}(V, \# 1)$. Furthermore, for
 that $\mathscr{F}\left(V, \#_{2}\right)$ is an involutive sublattice of $\mathscr{F}\left(V, \#_{1}\right)$ if and only if Eq. (7) holds for every $S \subseteq V$.
5.4. Corollary: If $\#_{2} \leqslant \#_{1}$, then $S^{\#_{2}} \subseteq S^{\#_{1}}$ and $S^{\# \#_{2}} \supseteq S^{\#)^{\prime}}$ ' for every subset $S \subseteq V$. In particular, $f \#_{2} g$ implies $f \#_{1} g$ for any $f, g \in V$, i.e., \#, is weakly finer than \# ${ }_{2}$.

Proof: From Eq. (7), one gets, for any $S \subseteq V$

$$
S^{\#_{2}}=S^{\#_{2} \#_{2} \#_{2}}=S^{\#_{2} \#_{2} \#_{1}} \subseteq S^{\#_{1}}
$$

where the inclusion follows from $S \subseteq S^{\#_{2} \#_{2}}$. In particular for $S=\{f\}$, this gives $\{f\}^{\#_{2}} \subseteq\{f\}^{\# 1}$. Furthermore, using Eq. (7) again, we have

$$
S^{\# \#_{2}}=S^{\#_{2} \# 1} \supseteq S^{\#_{1} \#_{1}} .
$$

What about $\operatorname{Comp}(V)$ ? First, the relation $\leqslant$ is a partial order on it, as can be checked immediately. Then $\operatorname{Comp}(V)$ is inductively ordered, i.e., every totally ordered subset $\left\{\#_{n}\right\}_{n \in J}$ has an upper bound $\#_{\infty}$, defined as follows:
$f \#_{\infty} g$ iff there exists $n \in J$ such that $f \#_{n} g$.
Equivalently, $S^{\#,}=\cup_{n \in J} S^{\# n}$, for any $S \subseteq V$. Therefore Zorn's lemma applies: Every element of $\operatorname{Comp}(V)$ is majorized by a maximal element. However, there is no greatest element. The only possible candidate would be $\hat{\#}$, for which $S^{\dot{\#}}=V$ for every $S \subseteq V$. But Eq. (7) implies that \# cannot be finer than any $\# \in \operatorname{Comp}(V)$, except itself! In fact, $\operatorname{Comp}(V)$ is in general neither directed to the left, nor to the right, a fortiori it is not a lattice.

Let again \# be a linear compatibility on $V$ and let $\mathscr{F}$ be a rich subset of $\mathscr{F}(V, \#)$. As was remarked after Proposition 4.2, we may always assume that $\mathscr{F}$ is an involutive sublattice of $\mathscr{F}(V, \#)$, i.e., an involutive covering of $V$. Moreover, by Theorem 3.2, $\mathscr{F}(V, \#)$ is the lattice completion of $\mathscr{F}$.

What happens now if we start from a sublattice $\mathscr{F}$ cofinal to $\mathscr{F}(V, \#)$, but not rich? Again by Theorem 3.2, we can associate to $\mathscr{I}$ a new compatibility relation \#.s, such that $\mathscr{I}$ generates the complete involutive lattice $\mathscr{F}(V, \#, z)$.

Then it is easy to see that $\mathscr{F}(V, \#, \mathscr{F})$ is actually a complete involutive sublattice of $\mathscr{F}(V, \#)$; in other words, $\# \&{ }_{\mathscr{F}}<\#$. This result in fact gives a description of all compatibility relations on $V$ coarser than a given one \#, namely:

### 5.5. Theorem: Let $V$, \# be as usual

(a) Let $\mathscr{I}$ be a cofinal involutive sublattice of $\mathscr{F}(V, \#)$. Then the compatibility \#. $\#_{\mathscr{I}}$ determined by $\mathscr{I}$ is coarser than \#:\#.s $\leqslant \#$.
(b) Conversely, if $\#_{1} \leqslant \#$, then there exists a sublattice $\mathscr{I} \subseteq \mathscr{F}(V, \#)$ cofinal with $\mathscr{F}$ and stable under the involution, such that $\#_{g}=\#_{1}$.

Thus, given \#, a compatibility relation on $V$, coarser than \#, is the same thing as a complete involutive sublattice of $\mathscr{F}(V, \#)$. The set of all of these is stable under intersection and it has a greatest element, namely $\mathscr{F}(V, \#)$, hence this set is itself a complete lattice contrary to $\operatorname{Comp}(V)$. It has also a smallest element. $\mathscr{F}\left(V, \#_{0}\right)$ consisting exactly of $V^{\#}$ and $V$, and corresponding to the trivial compatibility relation $\#_{0}$ defined as

$$
f \#_{0} g \text { iff at least one of them belongs to } V^{\#} .
$$

In a sense this trivial compatibility relation correponds, in our language, to the standard situation of the theory of distributions: Only two kinds of objects are available, test functions ( $V^{\#}$ ) and distributions ( $V$ ).

Let us give a few examples of comparable compatibility relations.
5.6. Examples: (i) We have already encountered nonrich sublattices in Sec. 4. Take for instance, the functions of polynomial growth of Example 4.C (i): The set $\mathscr{I}=\left\{L^{2}\left(r_{\delta}\right), r_{\delta}(x)=\left(1+|x|^{2}\right)^{\delta / 2}, \delta \in \mathbb{R}\right\}$ is not rich. The same example in the discrete case was given in 4.C (ii). In each case, $\mathscr{I}$ defines a new compatibility relation, coarser that the original one. Additional examples (for sequence spaces) can be found in Ref. 22.
(ii) As pointed out at the end of Sec. 4, no totally ordered subset will be rich for a compatibility which is defined by absolute convergence of a series or an integral. Bargmann's space $\mathscr{C}^{\prime}$ illustrates this point beautifully. Three compatibilities arise naturally on $\mathscr{E}^{\prime}: \#_{1}$ and $\#_{2}$, as defined in Example 5.1, and $\#_{3}$ defined by the chain $\left\{\mathscr{F}^{p}, \rho \in \mathbb{R}\right\}$ described in Sec. 3.B, example (5). Then it can be checked easily that $\#_{3}$ is strictly coarser that both $\#_{1}$ and $\#_{2}$ : Neither the pair $f, g_{1}$ nor the pair $f, g_{2}$ are $\#_{3}-$ compatible. Indeed, both $f$ and $g_{1}$ belong to $\mathscr{F} \rho$ iff $\rho<0$, and $g_{2} \in_{\mathscr{F}}{ }^{\rho}$ iff $\rho<-1$.

The main application of Theorem 5.5. is to the construction of partial inner product spaces. Given a vector space $V$, one can define a partial inner product on $V$ directly.
5.7. Definition: A partial inner product on a vector space $V$ is a Hermitian form defined on a domain $\Gamma \subseteq V \times V$, such that:
(i) $\Gamma$ is symmetric: $\{f, g\} \in \Gamma$ iff $\{g, f\} \in \Gamma$.
(ii) $\Gamma$ is "partially linear": For every $f \in V$, the set $\{g \mid\{f, g\} \in \Gamma\}$ is a vector subspace of $V$.
Typical examples are all those partial inner products whose domain of definition is defined by the absolute convergence of a series or an integral; such are, for instance, the "natural" inner products on $\omega, L_{\text {loc }}^{1}(X, d \mu)$ or $\mathscr{E}^{\prime}$ obtained by extension of the inner product of a Hilbert space.

According to this definition, a partial inner product uniquely defines a linear compatibility relation \#:

$$
f \# g \text { iff }\{f, g\} \in \Gamma
$$

However, quite often the complete lattice $\mathscr{F}(V, \#)$ generated by \# is too large, and thus one is led, for practical purposes, to consider a coarser compatibility relation on $V$. The point of Theorem 5.5. is that, first, one knows all possible candidates, and second, each of them can be used as a domain for the initial partial inner product. In particular, if the latter is nondegenerate, i.e., $\left(V^{\#}\right)=\{0\}$, it will remain so, whichever coarser compatibility $\#_{1}$ one chooses, including the trivial one, $\#_{0}$, for which $V^{\#_{0}}=V^{\#_{4}}=V^{\#}$.

Theorem 5.5 solves the problem of coarsening a given compatibility relation on $V$. In practice, the converse problem will often arise, namely, how to refine a given compatibility. Here however, there is no canonical solution.

There is one case where a solution can be found, namely when the compatibility is given in terms of an involutive covering of $V$ and there is an explicit finer covering. Typically, a partial inner product is introduced, which has a bigger "natural" domain. However, even in that case, uniqueness is not guaranteed. Once again, Bargmann's space gives a counterexample. If we start with the compatibility $\#_{3}$ defined by the involutive covering $\left.\mathscr{F}^{\rho}, \rho \in \mathbb{R}\right\}$, and introduce, as in Example 5.1, the usual inner product

$$
\langle f \mid g\rangle=\int \overline{f(z)} g(z) e^{--|z|^{2} / 2} d z
$$

The latter is obviously defined whenever the integral converges absolutely: This leads to the compatibility $\#_{1}$, finer than $\#_{3}$. Now if $f \#_{3} g$, then the inner product is also given by the expression

$$
\langle f \mid g\rangle=\sum_{n=1}^{\infty} n!\overline{a_{n}} b_{n}
$$

which is defined whenever the series converges absolutely, leading to $\#_{2} \geqslant \#_{3}$. However, we have seen that $\#_{1}$ and $\#_{2}$ are not comparable although they are both finer than \#3.

Apart from that situation, very little can be said about the problem of refinement. As a first step, one might try to increase the number of compatible pairs. Equivalently, one can try to extend the domain of the linear forms $\varphi_{f} \equiv\langle f \mid \cdot\rangle$, initially defined on $\{f\}^{\#}$, and continuous in the Mackey topology $\tau\left(\{f\}^{\#},\{f\}^{\# \#}\right)$. This however requires topological considerations. For instance, if $\{f\}^{\#}$ is not Mackey complete, one can extend $\varphi_{f}$ continuously to its completion. Or if $\varphi_{f}$ is continuous for a weaker topology $\tau\left(V_{r}, V_{\bar{r}}\right)$, with $\{f\}^{\#} \subseteq V_{r}, \varphi_{f}$ can be extended to all of $V_{r}$. Also $\varphi_{f}$ might be not continuous, but closable for such a weaker topology; then one can replace it by its closure
$\overline{\varphi_{f}}$. However, explicit examples show that all these procedures will yield compatibilities that are not comparable with the original one, because the involution will be modified. We must conclude that the problem of refinement has in general no solution.

Yet there are cases in which partial results can be obtained, namely one can enlarge the set of explicit assaying subsets. For instance, suppose the compatibility on $V$ is given in terms of an involutive family $\mathscr{I}=\left\{V_{r}\right\}$ of subspaces, which is not stable under intersection (thus not a chain).
Assume in addition that every $V_{r}$, with its Mackey topology $\tau\left(V_{r}, V_{\bar{r}}\right)$, is a reflexive Banach space (in particular, a Hilbert space). Then it can be shown ${ }^{6}$ that every element of the lattice generated by $\mathscr{I}$ is again a reflexive Banach space, and is given explicitly as follows:

$$
\begin{aligned}
& V_{p \wedge q}=V_{p} \cap V_{q}, \\
& \quad \text { with norm }\|f\|_{p \wedge q}=\|f\|_{p}+\|f\|_{q}, \\
& V_{p \vee q}=V_{p}+V_{q}, \\
& \quad \text { with norm }\|f\|_{p \vee q}=\inf _{f=g+h}\left(\|g\|_{p}+\|h\|_{q}\right) .
\end{aligned}
$$

Here the infimum is taken over all decompositions $f=g+h$, with $g \in V_{p}, h \in V_{q}$. In this way, one obtains an explicit enlargement of $\mathscr{I}$ although not a finer compatibility as defined above. Another example is the explicit completion of a reflexive chain that was discussed at the end of Sec. 3.

Notice that, in both cases, essential use is made of topological properties of assaying subsets. These are determined entirely by the partial inner product, which defines the duality between pairs $V_{r}, V_{\bar{F}}$; the compatibility alone no longer suffices. So the next step in our analysis is to study systematically the topological structure of PIP-spaces: This will be done in the next paper of the series. ${ }^{6}$
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## APPENDIX A. GALOIS CONNECTIONS

Let $\mathscr{M}$ be a partially ordered set. A closure on $\mathscr{M}$ is a $\operatorname{map} X \rightarrow \bar{X}$ from $\mathscr{M}$ to $\mathscr{M}$ such that: (i) $X \subseteq \bar{X}$; (ii) $\bar{X}=\bar{X}$; (iii) $X \subseteq Y$ implies $\bar{X} \subseteq \bar{Y} .{ }^{23}$ An element $X \in \mathscr{M}$ is said to be closed iff $X=\bar{X}$. Let $\mathscr{C}(\mathscr{M})$ be the set of all closed elements of $\mathscr{M}$, with the induced order. Then if $\mathscr{M}$ is a complete lattice, so is $\mathscr{C}(\mathscr{M})$ with respect to the lattice operations $(\mathscr{N} \subseteq \mathscr{C}(\mathscr{M})):$

$$
\begin{align*}
& \left.\wedge_{X \in:} X\right|_{\mathbb{G ( N )}}=\left.\wedge_{X \in!} X\right|_{\mathbb{A}}, \\
& \left.\underset{X \in!}{\vee} X\right|_{\mathscr{R}(\mathbb{K})}=\overline{\left(\left.V_{X \in,} X\right|_{\pi}\right)} \text {. } \tag{A1}
\end{align*}
$$

Let now $\mathscr{L}$ and $\mathscr{M}$ be two partially ordered sets. A Galois connection ${ }^{23,24}$ between $\mathscr{L}$ and $\mathscr{M}$ is a pair of maps $\alpha: \mathscr{L} \rightarrow \mathscr{M}$ (we write $\alpha(X) \equiv X^{\alpha}$ ) and $\beta: \mathscr{M} \rightarrow \mathscr{L}$, such that:
(i) both $\alpha$ and $\beta$ reverse order,
(ii) $S \subseteq S^{\alpha \beta}$ for each $S \in \mathscr{L}$ and $T \subseteq T^{\beta \alpha}$ for each $T \in \mathscr{M}$.
It follows from the definition that $S \rightarrow S^{\alpha \beta}$ (resp. $T \rightarrow T^{\beta \alpha}$ ) is a closure on $\mathscr{L}$ (resp. $\mathscr{M}$ ).

From now on, we will assume that both $\mathscr{L}$ and $\mathscr{H}$ are complete lattices. So are then the two sets of closed elements $\mathscr{C}(\mathscr{L})$ and $\mathscr{C}(\mathscr{M})$. Furthermore, $\alpha$ (resp. $\beta$ ) is a lattice antiisomorphism of $\mathscr{C}(\mathscr{L})$ onto $\mathscr{C}(\mathscr{M})$ [resp. $\mathscr{C}(\mathscr{M})$ onto $\mathscr{C}(\mathscr{L})$ ]; for every subset $\mathscr{N} \subseteq \mathscr{C}(\mathscr{L})$ one has

$$
\begin{align*}
& \left(\vee_{X \in,} X\right)^{\alpha}=\wedge_{X \in t} X^{\alpha},  \tag{A2a}\\
& \left(\wedge_{X \in Y} X\right)^{\alpha}=\bigvee_{X \in:} X^{\alpha}, \tag{A2b}
\end{align*}
$$

and similarly for $\beta$. Actually ${ }^{25}$ in the case where both $\mathscr{L}$ and $\mathscr{M}$ are complete lattices, the two maps $\alpha$ and $\beta$ are not independent: $\alpha$ generates a Galois connection iff it satisfies the single condition (A2a); $\beta$ is then uniquely determined and given by:

$$
T^{\beta}=\vee X
$$

Further insight into the structure of Galois connections can be found in a paper by Shmuely. ${ }^{26}$ Two points are of interest for us:
(1) Galois correspondences between the complete lattices $\mathscr{L}$ and $\mathscr{M}$ are in $1-1$ correspondence with certain subsets of $\mathscr{L} \times \mathscr{M}$, called $G$-ideals. Since these, with the natural order inherited $\mathscr{L} \times \mathscr{M}$, form a complete lattice, it follows that the set of all Galois maps $\alpha: \mathscr{L} \rightarrow \mathscr{M}$ that generate a Galois connection also form a complete lattice.
(2) Every Galois connection between $\mathscr{L}$ and $\mathscr{M}$ can be generated by a binary relation, that is a subset $\Gamma \subseteq \mathscr{L} \times \mathscr{M}$; for instance $\Gamma=\left\{(S, T) \mid T \leqslant S^{\alpha}\right\}$. Conversely, every binary relation $\Gamma \subseteq \mathscr{L} \times \mathscr{M}$ generates a Galois connection, namely the one that corresponds to the minimal $G$-ideal generated (by lattice operations) by $\Gamma,\left(0_{\varnothing}, 1_{, ~ «}\right)$ and $\left(1_{y, ~}^{, ~} 0\right.$ ) where 0 , resp. 1, denotes the smallest, resp. largest, element of the lattice indicated.

Next we specialize the discussion to the case $\mathscr{L}=\mathscr{M}=\mathscr{P}(S)$, the complete lattice of all subsets of a given set $S$. If we assume furthermore that $\alpha=\beta$ (such an $\alpha$ is called an involution ${ }^{24}$ ), the resulting self-dual Galois connection on $\mathscr{P}(S)$ is exactly what was called compatibility on $S$ in I. Indeed $\alpha=\beta$ is equivalent to the corresponding binary relation $\Gamma$ being symmetric: $(X, Y) \in \Gamma$ iff $(Y, X) \in \Gamma$, which we can write, as usual, $X \# Y$ (with $\# \equiv \alpha=\beta$ ). The closed elements of $\mathscr{P}(S)$ are precisely the assaying subsets, which constitute the complete lattice $\mathscr{F}(S, \#)$. The map \# of $\mathscr{F}(S, \#)$ onto itself is an involution and a lattice anti-isomorphism. Property (1) above means that the set $\operatorname{Comp}(S)$ of all compatibilities on $S$ is in a 1-1 correspondence with the set of all symmetric $G$-ideals of $\mathscr{P}(S) \times \mathscr{P}(S)$ and the latter is a complete lattice with respect to the order inherited from $\mathscr{P}(S) \times \mathscr{P}(S)$. That order is exactly the notion of the weak comparability ("weakly finer", etc.) introduced in Sec. 5. Property (2) yields the notion of generating subset for a Galois connection: These are our rich subsets, discussed in Sec. 4.

Finally, we come back to the linear case. Let $V$ be a vector space and \# a linear compatibility on $V$. By the very definition, the relation $f \# g(f, g \in V)$ is equivalent to $[f] \#[g]$, where $[f]$ is the one-dimensional subspace generated by $f$. Thus we may take as complete lattice $\mathscr{L}(V)$, the set of all vector subspaces of $V$ : A linear compatibility on $V$ is the same thing as a self-dual (or involutive) Galois map on $\mathscr{L}(V)$. The whole discussion above then goes through.

## APPENDIX B. NONLINEAR COMPATIBILITY RELATIONS

As stated in I and in Appendix A, compatibility relations may be defined naturally on arbitrary sets; they are just symmetric binary relations. In this Appendix we will exhibit some interesting examples of such general compatibilities, which illustrate some points of the paper.

Let $S$ be an arbitrary set, and \# a symmetric binary relation on $S$. The latter extends to an involutive Galois connection on $\mathscr{P}(S)$ :

$$
\begin{aligned}
& \text { - if } T=\emptyset \text {, the empty set, we put } T^{\#}=\mathrm{S}, \\
& \text { • if } T=\{f\}, T^{\#}=\{g \in S \mid g \# f\}, \\
& \text { • if } T \text { is arbitrary, } T^{\#}=\{g \in S \mid g \# f \forall f \in T\} \\
& \qquad \\
& =\cap_{f \in T}\{f\}^{\#} .
\end{aligned}
$$

Thus the set $\mathscr{F}(S, \#)$ of all assaying subsets ( $T=T^{\# \#}$ ), ordered by inclusion, is a complete lattice with respect to the operations $\wedge=$ set intersection and $V=\# \#$-closure of set union, and \# is an anti-isomorphism of $\mathscr{F}(S, \#)$.

Example B.1.: Equivalence relation. In general, \# need not be reflexive, nor transitive. If it is, i.e., an equivalence relation, then the above construction gives the following: If $T \subseteq S$ is entirely contained in one equivalence class, then $T^{\#}=T^{\# \#}=$ equivalence class containing $T$. If $T$ contains at least two nonequivalent elements, then $T^{\#}=\emptyset$ and $T^{\# \#}=S$. So, if $S$ contains at least two inequivalent elements, the assaying subsets of $S$ are $\emptyset, S$, and single equivalence classes. We see in particular that the union of two assaying subsets need not be one (i.e., the sup is not set union).

Example B.2: Polarity. Let $S$ be $\mathbb{R}^{n}$ with the Euclidean inner product; write $\xi \# \eta$ iff $|(\xi, \eta)| \leqslant 1$. Then for any subset $T \subseteq S, T^{\#}$ is the absolute polar of $T$, and the assaying subsets are precisely all closed, absolutely convex subsets of $\mathbb{R}^{n} .{ }^{10}$

Example B.2a. As a variant of B.2, define a family of compatibilities for every $p>0$ as follows: $\xi \#{ }_{p} \eta$ iff $|(\xi, \eta)| \leqslant p$. Then for $p<q, \#_{q}$ has more compatible pairs than $\#_{p}$ and $A^{\#{ }^{p}}{ }_{F} A^{\#_{q}}$ for every $A \subseteq \mathbb{R}^{n}$. On the other hand, the assaying subsets are the same for every $p>0$, namely all closed, absolutely convex subsets of $\mathbb{R}^{n}$; hence $\mathscr{F}\left(\#_{p}\right)=\mathscr{F}\left(\#_{q}\right)$ as sets and $A^{\# \#_{p}}=A^{\#_{q} \#_{q}}$, the closed, absolutely convex cover of $A$. In other words, $\#_{p}$ is weakly coarser, but not coarser than (indeed, not comparable to) $\#_{q}$ if $p<q$.

Example B.3: Vicinity. Let $S$ be an abelian topological
group and $N \subseteq S$ a balanced neighborhood of the identity, i.e., $-N=N$. Define $f \# g$ iff $f-g \in N$. Take for instance $S=\mathbb{R}^{n}, N$ the open unit sphere. Then any open sphere $S_{R}$ of radius $R \leqslant 1$ with arbitrary center, as well as any closed sphere $\bar{S}_{R}$ of radius $R<1$, is assaying, and we have $\left(S_{R}\right)^{\#}$ $=\bar{S}_{1-R},\left(\bar{S}_{R}\right)^{\#}=S_{1-R}$. More generally, if $T$ is an arbitrary subset of diameter $d \geqslant 2$, then $T^{\#}=\emptyset$. Otherwise $T^{\#}$ is a small connected set, $T^{\#}=\cap_{f \in T} S_{1}[f]$, where $S_{1}[f]$ is the open unit sphere centered at $f$.

Example B.3a. In the same setup, take instead $\bar{N}$, the closed unit sphere. Then only spheres $\bar{S}_{R}(R \leqslant 1)$ are assaying and $\left(\bar{S}_{R}\right)^{\#}=\bar{S}_{1-R}$.

Example B.3b. On the other hand, if $N$ is taken to be a subgroup (e.g., $\mathbb{R}^{k}, k<n$ ) we return to a equivalence relation as discussed in Example B. 1 above.
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#### Abstract

An improved asymptotic Padé method is presented. The approximations expressed as rational functions are developed both in a power series and asymptotic expansions. Identifying these developments with those for the exact function, the approximated rational functions are obtained. Three- and four-pole approximations for the plasma dispersion function have been determined with this method. Our approximations $\left(Z_{l m}\right)$ give closer results to the exact function than all the published ones.


## I. INTRODUCTION

In a previous work ${ }^{1}$ a two-pole approximation for the plasma dispersion function $Z$ (defined as a Hilbert transform of the Gaussian ${ }^{2,3}$ ) has been obtained. In that work we have modified the Padé method, in order to include, besides the power series, one term of the asymptotic expansion. In this paper we generalize the method in order to include several terms of the asymptotic expansion besides the power series. There are of course several possibilities of approximation depending on how many terms of the power series and asymptotic expansion are taken into account.

The method here is used to approximate the function $Z$, but the procedure is quite general and it can be used in other problems to improve the Padé method ${ }^{4}$ in the cases where the asymptotic expansions are known.

Though the Martín and González two-pole approximation ${ }^{1}$ for the $Z$ function is better than that of Fried et al., ${ }^{3}$ however for $s \geqslant 2$, the accuracy in the imaginary part of $Z(s)$ and $Z^{\prime}(s)$ is not good. Since the imaginary part of $Z^{\prime}(s)$ becomes important to compute the damping or growth of plasma waves, it appears very convenient to have better approximations to the $Z$ function that are still easy to calculate. For this reason we have applied the general procedure to threeand four-pole approximations. As in the two-pole case, a straightforward Padé method gives only good results for very small values of the arguments. The reason is that in the usual Padé approximation only the power series is used.

Our best results are obtained by using five terms of the power series and three terms of the asymptotic expansion. This gives excellent agreement for all values of $s$ in the upper half-plane. We think that this approximation can now be used for most of the computations of $Z(s)$ and $Z^{\prime}(s)$. Three poles can also be used with a little less accuracy. Similarly to the two-pole case, ${ }^{1}$ the multipole approximations still preserve the symmetry property of $Z(s)$ and all the parameters are defined in an exact way, avoiding the need of visual inspection of computed displays as in Ref. 3.

The material is arranged in the following way. The general procedure for obtaining the poles of the approximation
is described in Sec. II. The results are presented in a graphical form in Sec. III. An analysis and discussion of the various approximations are also carried out. The last section is devoted to the conclusions.

## II. GENERAL PROCEDURE

We look for rational functions to approximate a given function. The approximations are obtained by identifying the terms of the power series and asymptotic expansion of the exact and approximated functions. Considering the plasma dispersion function $Z(s)$, the rational function is written in the form

$$
\begin{equation*}
Z(s) \simeq Z_{a p}(s)=\sum_{i=0}^{n} p_{i} s^{\prime} /\left(1+\sum_{j=1}^{n} q_{j} s^{j}\right) \tag{1}
\end{equation*}
$$

Here the polynomial numerator is chosen one degree less than the polynomial denominator in order to get the required asymptotic behavior to $O(1 / s)$. Once the parameters of the approximation are found an expansion in partial fractions

$$
\begin{equation*}
Z_{a p}(s)=\sum_{k=1}^{n} \frac{b_{k}}{s-a_{k}} \tag{2}
\end{equation*}
$$

is performed, showing explicitly that this function is an $n$ pole approximation.

To obtain the values $p_{0}, p_{1}, \ldots, p_{n-1}$ and $q_{1}, q_{2}, \ldots, q_{n}$, the power series and asymptotic expansion for $Z_{a p}(s)$ is written as

$$
\begin{align*}
Z_{a p}= & p_{0}+\left(p_{1}-p_{0} q_{1}\right) s \\
& +\left(p_{2}-p_{0} q_{2}-p_{1} q_{1}+p_{0} q_{1}^{2}\right) s^{2}+\cdots  \tag{3}\\
Z_{a p}= & \frac{p_{n-1}}{q_{n}} \frac{1}{s}+\frac{p_{n-1}}{q_{n}}\left(\frac{p_{n-2}}{p_{n-1}}-\frac{q_{n-1}}{q_{n}}\right) \frac{1}{s^{2}} \\
& +\frac{p_{n-1}}{q_{n}}\left(\frac{p_{n-3}}{p_{n-1}}-\frac{q_{n-2}}{q_{n}}\right. \\
& \left.-\frac{p_{n-2} q_{n-1}}{p_{n-1} q_{n}}+\frac{q_{n-1}^{2}}{q_{n}^{2}}\right) \frac{1}{s^{3}}+\cdots \tag{4}
\end{align*}
$$

Now the coefficients of the first $l$-terms of series (3) are

TABLE I. $p_{i}$ parameters of the polynomial numerator and $q_{i}$ parameters of the polynomial denominator of $Z_{t m}(s)$.

| $n=2$ |  |
| :---: | :---: |
| $p_{\mathrm{o}}=i \sqrt{\pi}$ | $q_{1}=-i \frac{\sqrt{\pi}}{\pi-2}$ |
| $\begin{aligned} Z_{31} & p_{1} \end{aligned}=\frac{4-\pi}{\pi-2}, ~ \begin{aligned} & =\sqrt{\pi} \end{aligned}$ | $\begin{aligned} & q_{2}=-\frac{4-\pi}{\pi-2} \\ & q_{1}=-i \sqrt{\pi} \end{aligned}$ |
| $\begin{array}{ll} Z_{22} & \\ & p_{1}=\pi-2 \\ & p_{0}=\sqrt{\pi} \end{array}$ | $\begin{aligned} & q_{2}=-(\pi-2) \\ & q_{1}=-i \sqrt{\pi} \end{aligned}$ |
| $Z_{13} \quad p_{1}=2$ | $\boldsymbol{q}_{2}=-\mathbf{2}$ |
| $n=3$ |  |
| $\begin{aligned} p_{0} & =i \sqrt{\pi} \\ Z_{51} \quad p_{1} & =\frac{3 \pi^{2}-30 \pi+64}{2(5 \pi-16)} \\ p_{2} & =\frac{9 \pi-28}{6(5 \pi-16)} i \sqrt{\pi} \end{aligned}$ | $\begin{aligned} q_{1} & =\frac{-3 \pi+10}{2(5 \pi-16)} i \sqrt{\pi} \\ q_{2} & =\frac{21 \pi-64}{6(5 \pi-16)} \\ q_{3} & =-\frac{9 \pi-28}{6(5 \pi-16)} \end{aligned} \sqrt{\pi}$ |
| $\begin{aligned} p_{0} & =\sqrt{\pi} \\ \mathcal{Z}_{42} \quad p_{1} & =\frac{10-3 \pi}{3(\pi-3)} \\ p_{2} & =-\frac{16-5 \pi}{3 \sqrt{\pi( }(\pi-3)} \end{aligned}$ | $\begin{aligned} q_{1} & =-\frac{3 \pi-8}{3 \sqrt{\pi}(\pi-3)} i \\ q_{2} & =-\frac{10-3 \pi}{3(\pi-3)} \\ q_{3} & =\frac{(16-5 \pi) i}{3 \sqrt{\pi}(\pi-3)} \end{aligned}$ |
| $\begin{aligned} p_{0} & =i \sqrt{\pi} \\ Z_{33} \quad p_{1} & =\frac{3 \pi-8}{4-\pi} \\ p_{2} & =\frac{-2(\pi-3)}{4-\pi} i \sqrt{\pi} \end{aligned}$ | $\begin{aligned} & q_{1}=-\frac{1}{4-\pi} \sqrt{\pi} \\ & q_{2}=-\frac{3 \pi-8}{4-\pi} \\ & q_{3}=\frac{2(\pi-3)}{4-\pi} i \sqrt{\pi} \end{aligned}$ |
| $n=4$ |  |
| $\begin{aligned} & p_{0}=i \sqrt{\pi} \\ & p_{1}=\frac{-15 \pi^{2}+88 \pi-128}{2\left(6 \pi^{2}-29 \pi+32\right)} \end{aligned}$ | $\begin{aligned} & q_{1}=-\frac{9 \pi-28}{2\left(6 \pi^{2}-29 \pi+32\right)} i \sqrt{\pi} \\ & q_{2}=-\frac{-36 \pi^{2}+195 \pi-256}{6\left(6 \pi^{2}-29 \pi+32\right)} \end{aligned}$ |
| $\begin{aligned} & Z_{53} \\ & p_{2}=-\frac{-33 \pi+104}{6\left(6 \pi^{2}-29 \pi+32\right)} i \sqrt{\pi} \\ & p_{3}=-\frac{9 \pi^{2}-69 \pi+128}{3\left(6 \pi^{2}-29 \pi+32\right)} \end{aligned}$ | $\begin{aligned} & q_{3}=\frac{-33 \pi+104}{6\left(6 \pi^{2}-29 \pi+32\right)} i \sqrt{\pi} \\ & q_{4}=\frac{9 \pi^{2}-69 \pi+128}{3\left(6 \pi^{2}-29 \pi+32\right)} \end{aligned}$ |

identified with the first $l$-terms of the exact power series of $Z(s):$

$$
\begin{align*}
Z(s)= & i \sqrt{\pi}-2 s-i \sqrt{\pi} s^{2}+\frac{4}{3} s^{3} \\
& +\frac{i \sqrt{\pi}}{2} s^{4}-\frac{8}{15} s^{5}+\cdots \tag{5}
\end{align*}
$$

Similarly the coefficients of the first $m$-terms of expansion (4) are identified with the first $m$-terms of the asymptotic expansion for $Z(s)$ :

$$
\begin{equation*}
Z(s)=i \sqrt{\pi} \sigma e^{-s^{2}}-\frac{1}{s}-\frac{1}{2 s^{3}}-\frac{3}{4 s^{5}}-\frac{15}{8 s^{7}}-\cdots \tag{6}
\end{equation*}
$$

Here the exponential terms $i(\pi)^{1 / 2} \sigma \exp \left(-s^{2}\right)$ is of higher order for real $s(\sigma=1)$, and zero in the upper halfplane ( $\sigma=0$ ). Therefore it is not considered here.

In the lower half-plane $(\sigma=2)$ this term becomes important. However, the multipole approximations cannot be used directly, all the poles being in the lower half-plane. In this case, $Z(s)$ is obtained computing $Z^{*}$ for $s^{*}$ and then adding $2 i(\pi)^{1 / 2} \exp \left(-s^{2}\right)$ as in Ref. 3.

In an $n$-pole approximation we have $2 n$ unknowns and we need $2 n$ equations. Therefore it will be necessary that

$$
\begin{equation*}
2 n=l+m . \tag{7}
\end{equation*}
$$

The approximation $Z_{a p}(s)$ for a given $l$ and $m$ will be denoted by $Z_{l m}(s)$. It is clear that there are several possibilities in order to verify Eq. (7) for the same $n$.

For a given $n$, if a good approximation is needed for small values of $s, l$ should be large. For large values of $s, l$ should be small. To obtain a good approximation for all values of $s, l$ and $m$ should be of about the same value. The analysis in the next section for the two- and three-pole cases shows that $l$ slightly larger than $m$ give the best results.

The set of equations for the $p$ 's and $q$ 's are nonlinear but in all cases we have examined all the $p$ 's and $q$ 's give unique values.

TABLE II. $a_{k}$ poles and $b_{k}$ pole-residues of $Z_{i m}(s)$.

| $n=2$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $a_{1}=$ | $-0.5138-1.0324 i$ | $b_{1}=-0.5+1.2891 i$ |
| $Z_{31}$ |  |  |  |
|  | $a_{2}=$ | 0.5138-1.0324i | $b_{2}=-0.5-1.2891 i$ |
|  | $a_{1}=$ | $-0.5228-0.7763 i$ | $b_{1}=-0.5+0.7425 i$ |
| $Z_{22}$ |  |  |  |
|  | $a_{2}=$ | $0.5228-0.7763 i$ | $b_{2}=-0.5-0.7425 i$ |
|  | $a_{1}=$ | $-0.5510-0.4431 i$ | $b_{1}=-0.5+0.4021 i$ |
| $Z_{13}$ |  |  |  |
|  | $a_{2}=$ | $0.5510-0.4431 i$ | $b_{2}=-0.5-0.4021 i$ |
| $n=3$ |  |  |  |
| $Z_{51}$ | $\begin{aligned} & a_{1}= \\ & a_{2}= \end{aligned}$ | $\begin{gathered} -0.8957-1.3245 i \\ -1.4096 i \end{gathered}$ | $\begin{aligned} & b_{1}=1.2401+0.8399 i \\ & b_{2}=-3.4802 \end{aligned}$ |
|  | $a_{3}=$ | 0.8957-1.3245i | $b_{3}=1.2401-0.8399 i$ |
|  | $a_{1}=$ | $-0.9050-1.1317 i$ | $b_{1}=0.5809+0.7400 i$ |
| $Z_{42}$ | $a_{2}=$ | $-1.2278 i$ | $b_{2}=-2.1618$ |
|  | $a_{3}=$ | .9050-1.1317i | $b_{3}=0.5809-0.7400 i$ |
|  | $a_{1}=$ | $-0.9217-0.9091 i$ | $b_{1}=0.1822+0.5756 i$ |
| $Z_{33}$ | $a_{2}=$ | $-1.0204 i$ | $b_{2}=-1.3643$ |
|  | $a_{3}=$ | $0.9217-0.9091 i$ | $b_{3}=0.1822-0.5756 i$ |
| $n=4$ |  |  |  |
|  | $a_{1}=$ | $-1.2359-1.2150 i$ | $b_{1}=0.5468-0.0372 i$ |
|  | $a_{2}=$ | $-0.3786-1.3509 i$ | $b_{2}=-1.0468+2.1018 i$ |
| $Z_{53}$ | $a_{3}=$ | 0.3786-1.3509i | $b_{3}=-1.0468-2.1018 i$ |
|  | $a_{4}=$ | $1.2359-1.2150 i$ | $b_{4}=0.5468+0.0372 i$ |



FIG. 1. Map in the complex $\left(\Delta Z_{l m}=Z_{l m}-\boldsymbol{Z}\right)$ plane of the real $s$ axis, $0 \leqslant s \leqslant 4$ under $s \rightarrow \Delta Z_{l m}(s)$. (a) Curves for $\Delta Z_{13}, \Delta \widehat{Z}, \Delta Z_{22}, \Delta Z_{31}, \Delta Z_{33}, \Delta Z_{42}$, $\Delta Z_{51}$, and $\Delta Z_{53}$. (b) Curves for $\Delta \widehat{Z}, \Delta Z_{31}, \Delta Z_{42}, \Delta Z_{53}$, and $10 \times \Delta Z_{33}$.

Following the general procedure previously described we get the rational approximations whose coefficients are given in Tables I and II.

In the two-pole case, the first function $Z_{31}(s)$ is the same discussed in a previous paper under the notation $\widetilde{Z}(s) .{ }^{1}$

We point out that the symmetry property

$$
\begin{equation*}
Z_{l m}(s)=-\left[Z_{l m}\left(-s^{*}\right)\right]^{*} \tag{8}
\end{equation*}
$$

is automatically verified by all the approximations here considered. This is because all the $p_{i}$ 's for $i$ even, and all the


FIG. 2. Imaginary parts of $Z(s)$ in logarithmic scale for $\widehat{Z}, Z_{31}, Z_{42}, Z_{51}, Z_{53}$, and $Z$ (exact).


FIG. 3. Real parts of $\Delta Z_{l m}(s)$ for $\Delta \widehat{Z}, \Delta Z_{31}, \Delta Z_{42}$, and $\Delta Z_{3}$. Real part of $Z / 10$ is also plotted for reference.


FIG. 4. Imaginary parts of $\Delta Z_{l m}(s)$ for $\Delta \widehat{Z}, \Delta Z_{31}, \Delta Z_{42}$, and $\Delta Z_{53}$. Imaginary parts of $\boldsymbol{Z} / 10$ is also plotted as reference.


FIG. 5. Map in the complex $\Delta Z_{I_{m}}^{\prime}=\boldsymbol{Z}_{\prime_{m}}^{\prime}-Z^{\prime}$ plane of the real $s$ axis $0 \leqslant s \leqslant 4$ under $s \rightarrow \Delta Z_{i m}^{\prime}(s)$ for $\Delta \bar{Z}^{\prime}, \Delta Z_{31}^{\prime}, \Delta Z_{42}^{\prime}, \Delta Z_{s_{1}}^{\prime}, \Delta Z_{s_{3}}^{\prime}$, and $10 \times \Delta Z_{53}^{\prime}$.


FIG. 6. Imaginary parts of $\boldsymbol{Z}_{i m}(s)$ in logarithmic scale for $\overline{\boldsymbol{Z}}^{\prime}$,
$Z_{31}^{\prime}, Z_{42}^{\prime}, Z_{33}^{\prime}$, and $Z^{\prime}$ (exact).
$q_{j}$ 's for $j$ odd, result in pure imaginary and the others real. Equivalently all the poles $a_{k}$ appear to be symmetric with respect to the imaginary axis and the coefficients $b_{k}$ are symmetric with respect to the real axis.

## III. ANALYSIS AND DISCUSSION

The map of the real axis for $0 \leqslant s \leqslant 4$ under [ $Z_{l m}(s)$ $-\boldsymbol{Z}(s)]$ is shown in Fig. 1. First of all, it is clear from Fig. 1(a) that increasing the number of poles results in a better approximation. For two poles, the best approximation is $Z_{31}(s)$ as it was previously shown. ${ }^{1}$ However, the Fried et al. calculations $\widehat{Z}(s)$ give better results than $Z_{13}$ and $Z_{22}$. For three poles, $\boldsymbol{Z}_{42}$ gives similar results to $Z_{51}$ and better results than $Z_{33}$. However, $\operatorname{Im} Z_{42}$ fits to $\operatorname{Im} Z$ better than $\operatorname{Im} Z_{51}$ (see Fig. 2). The locus $Z_{51}^{\prime}-Z^{\prime}$ is closer to the origin than the locus of $Z_{42}^{\prime}$ (see Fig. 5), but $\operatorname{Im} Z_{42}^{\prime}$ fits better than $\operatorname{ImZ}{ }_{51}^{\prime}$ (see Fig. 6). Since small discrepancies in the imaginary part of $Z^{\prime}$ can become important in the calculation of the damping of the waves, we have considered $Z_{42}^{\prime}$ as a better approximation than $Z_{51}$.

In Fig. 1(b) we have replotted the best approximation for a given number of poles. The locus $10\left(Z_{53}-Z\right)$ is also drawn, and still lies inside the locus $Z_{31}-\boldsymbol{Z}$.

For all $Z_{l m}(s)$ the agreement becomes better as $s$ moves away from the real axis in the upper half-plane. This results from the fact that all the poles of $Z_{l m}$ are in the lower halfplane, as was the case for the two-pole approximations previously calculated. ${ }^{1,3}$

For this reason all the graphs that follow will be done for real values of $s$ in the range $0 \leqslant s \leqslant 4$.


FIG. 7. Real parts of $\Delta Z_{i m}^{\prime}(s)$ for $\Delta \bar{Z}^{\prime}, \Delta Z_{42}^{\prime}$, and $\Delta Z_{53}^{\prime}$. Real part of $Z^{\prime} / 10$ is also plotted for reference.

Figure 2 shows $|\operatorname{Im} Z|$ for $\widehat{Z}$ (Ref. 3), $\boldsymbol{Z}$ (exact value), $Z_{31}, Z_{42}, Z_{53}$, and $Z_{51}$ in a logarithmic scale. Figures 3 and 4 show the real and imaginary parts of the $Z_{l m}-Z$ for each number of poles. Figures 5-8 are the corresponding plots for $Z^{\prime}$.

The agreement in the real part of $Z_{t m}$ is quite good, and for $Z_{53}$ the relative error becomes less than $0.5 \%$. For $\operatorname{Im} Z_{l m}$ the agreement is good for small $s(0<s \leqslant 2.5)$ and it is not so good for large $s$, mainly because $\operatorname{Im} Z$ goes to zero very fast. In all approximations $\operatorname{Im} Z_{l m}$ goes through zero, reaches a small minimum, and goes asymptotically to zero (Figs. 2 and 4). $\operatorname{Im} Z$ never becomes negative in the range where $Z_{l m}$ is negative; but it is very small, and for $\operatorname{Im} Z_{53}$ the absolute error here is less than 0.001 (Fig. 2).

The derivative functions $Z_{l m}^{\prime}$ do not fit as well as the $Z_{l m}$ functions. This is reflected in the change of scale for Fig. 5 with respect to Fig. 1. The relative error of the real part of $\mathrm{Z}_{53}^{\prime}$ is less than $2 \%$, compared with $0.5 \%$ for $\mathrm{Re} Z_{53}$ (Fig. 7). For the imaginary part of $Z^{\prime}$ the agreement is not so good as for $Z$ (Fig. 8), though for large $s$, the maximum absolute error is about the same ( 0.001 ) (Fig. 6).


FIG. 8. Imaginary parts of $\Delta Z_{i m}^{\prime}(s)$ for $\Delta \bar{Z}^{\prime}, \Delta Z_{3_{1}}^{\prime}, \Delta Z_{42}^{\prime}$, and $\Delta Z_{42}^{\prime}$, and $\Delta Z_{33}^{\prime}$. Imaginary Part of $Z^{\prime} / 10$ is also plotted for reference.

## IV. CONCLUSION

The usual Padé method has been improved by considering the asymptotic expansion together with the power series in order to obtain better approximations to a given function. Using this method we have obtained multipole approximations for the plasma dispersion function.

In this way we get good approximation to $Z(s)$ not only for small values of $s$, but also for large values of $s$.

The approximations agree well for real values of $s$ and in the upper half-plane. All the poles of these approximations are in the lower half-plane. The symmetry condition is also automatically verified. Better agreement is obtained in general when more poles are considered. A good balance between the power and asymptotic series is obtained by using two more terms of the power series than the asymptotic expansion. In this way we obtain the best fit for the whole range of $s$. If we want a better agreement for a small (large) value of $s$, more (less) terms of the power series must be used. Our four-pole approximation here denoted by $Z_{53}(s)$ gives a relative error for $\operatorname{ReZ}$ and $\operatorname{Re} Z$ ' less than 0.5 and $2 \%$, respective-
ly. The imaginary parts do not agree so well, mainly for $s \gtrsim 2.5$. Nevertheless the absolute errors for $\operatorname{Im} Z$ and $\operatorname{Im} Z^{\prime}$ are less than 0.001 in this region.

Approximations with three poles are also obtained which fit better than all the published ones, but with less accuracy than $Z_{53}$.
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#### Abstract

Dynamical realization is given to the generator responsible for breaking the usual $\operatorname{SU}(3)$ invariance symmetry in the case of the Lewis-Riesenfeld time-dependent oscillator: $H(t)=$ $1 / 2 \Sigma_{i}^{3}\left[p_{i} p_{i}+w^{2}(t) q_{i} q_{i}\right]$. This is achieved by finding a simple expression for the time-dependent Hamiltonian in the interaction picture: $H=H_{0}+g H_{1}$. The breaking interaction is shown to transform as $(\mathbf{6} \oplus \overline{\mathbf{6}})$ of $\mathrm{SU}(3)$. Time-dependent dilations relate the broken Hamiltonian to the Lewis-Riesenfeld form. This scaling generates the algebra of the Weyl group and its role in oscillator noninvariance symmetries is considered.


## 1. INTRODUCTION

Renewed interest in the role of noninvariance symmetries for the harmonic oscillator has been independently generated in a number of recent articles. ${ }^{1-4}$ Such groups permit a complete characteriztion of the dynamics in terms of the associated group representations. The noninvariance symmetry includes the usual invariance symmetry of the oscillator Hamiltonian as a subgroup in such a way that the symmetric tensor representations of the larger group contain the corresponding oscillator energy levels ${ }^{5-7}$ (finite- and infi-nite-dimensional). The larger group is not a true symmetry of the total Hamiltonian in the sense that the extra generators do not commute with the Hamiltonian.

In particular our investigations of the symmetries of the Lewis-Riesenfeld time-dependent oscillator ${ }^{8,9}$ have shown that the usual SU(3) dynamical symmetry, associated with the time-independent oscillator in three dimensions, constitutes a noninvariance symmetry of the Lewis-Riesenfeld system, while the true invariance symmetry is $\mathrm{SO}(3)$. The introduction of an arbitrary time-dependent frequency $\omega(t)$ into the oscillator Hamiltonian has the effect of reducing the invariance symmetry in a very particular way, and it is our purpose in this paper to give a dynamical description of this symmetry breaking.

The form of the operators which are responsible for breaking the $\mathrm{SU}(3)$ invariance are perhaps not immediately obvious because of the "sourceless" form of the $3 H_{L R}-\mathrm{Ha}-$ miltonian, i.e., the arbitary function of time $\omega(t)$ represents the result of some time-dependent dynamical effects, e.g., contact with a thermal reservoir or electromagnetic interactions. This Hamiltonian is suggestive of so-called "open systems." ${ }^{10}$ However, as we shall show, the symmetry of the breaking generator is independent of the arbitrary function of time. This is to be expected since the symmetry algebra is constructed only from canonically conjugate variables.

Symmetry breaking effects are most conveniently expressed in the interaction picture with the total Hamiltonian

[^10]written in the partitioned form $H=H_{0}+g H_{1}$, where $g$ is an arbitrary constant and in general $H, H_{0}$, and $H_{1}$ do not commute with each other. If $H_{0}$ is exactly invariant under a dynamical (degeneracy) group $G_{0}$, which has a subgroup $g_{0}$, and $H$ is invariant under $g_{0}$, then $H_{1}$ is also invariant under $g_{0}$ while the noninvariance group $G \supset G_{0}$ has some of its generators not commuting with $H$. For the $3 H_{\mathrm{LR}}(t)$-Hamiltonian we have $g_{0} \sim \mathrm{SO}(3)$ and $G \sim \mathrm{SU}(3)$.

In this paper we write a simple expression for the interaction Hamiltonian on the basis of the arbitrary nature of the time dependence which relates the $3 H_{\mathrm{LR}}(t)$-Hamiltonian to the usual time-independent 3 H -oscillator generators and discuss the significance of dilations and scaling transformations. First we recall how the noninvariance symmetry is generated.

## 2. NONINVARIANCE ALGEBRA

## The Lewis--Riesenfeld Hamiltonian

$$
\begin{equation*}
H(t)=\frac{1}{2} \sum_{i}^{3}\left[p_{i} p_{i}+\omega^{2}(t) q_{i} q_{i}\right] \tag{1}
\end{equation*}
$$

is clearly not a constant of the motion, but we have established the existence of a symmetric tensor invariant
$A_{i j}(q, p, \rho, \dot{\rho})=\frac{1}{2}\left[\rho^{-2} q_{i} q_{j}+(\rho p-\dot{\rho} q)_{i}(\rho p-\dot{\rho} q)_{j}\right]$,
where $\rho(t)$ satisfies the constraint equation $(\lambda=\text { const })^{11}$

$$
\begin{equation*}
\rho^{3}(t)\left[\ddot{\rho}(t)+\omega^{2}(t) \rho(t)\right]=\lambda^{2} . \tag{3}
\end{equation*}
$$

This invariant is a constant of the motion even though it does not commute with $H(t)$;

$$
\begin{equation*}
\left[A_{i j}(q, p, p, \dot{\rho}), H(t)\right]=\frac{\partial A_{i j}}{\partial t} \neq 0 \tag{4}
\end{equation*}
$$

The antisymmetric 3-tensor

$$
\begin{equation*}
J_{k}=i \epsilon_{i j k} q_{i} p_{j}, \quad i, j, k=1,2,3 \tag{5}
\end{equation*}
$$

together with the traceless symmetric 5-tensor

$$
\begin{equation*}
B_{i j}=A_{i j}-\frac{\delta_{i j}}{3} \sum_{k}^{3} A_{k k} \tag{6}
\end{equation*}
$$

span the regular 8-representation of the $\mathrm{SU}(3)$ algebra
$\left[M_{\mu}, M_{v}\right]=2 i C_{\mu v \kappa} M_{k}, \quad \mu, v, \kappa=1,2, \ldots, 8$,
where

$$
\begin{aligned}
& J_{1}=M_{7}, \quad J_{2}=-M_{5}, \quad J_{3}=M_{2}, \\
& B_{12}=M_{1}, \quad B_{23}=M_{6}, \quad B_{13}=M_{4}, \\
& (1 / \sqrt{ } 3)\left(B_{11}+B_{22}-2 B_{33}\right)=M_{8}, \\
& B_{11}-B_{22}=M_{3} .
\end{aligned}
$$

## 3. INTERACTION HAMILTONIAN

Following the discussion of Sec. 1, we devise a way of expressing the Lewis-Riesenfeld Hamiltonian in the desired interaction form. In doing so, the following criteria must be satisfied:
(i) The total Hamiltonian $H$ must be equivalent to the Lewis-Riesenfeld Hamiltonian described in Sec. 2.
(ii) $H_{0}$ is the usual time-independent oscillator Hamiltonian (in three dimensions) which is exactly $\mathrm{SU}(3)$ invariant.
(iii) The time dependence of the righ-hand side is relegated to the interaction term $H_{1}$ in such a way that if it is no longer explicitly time-dependent, then $H$ becomes equivalent to the time-independent Hamiltonian.
(iv) $H_{1}$ must be exactly invariant under $\mathrm{SO}(3)$ transformations. By writing the total Hamiltonian so as to fulfil these conditions, the nature of the symmetry breaking can be discussed along conventional lines.

The approach taken here is somewhat different from previous discussions of broken symmetries in quantum mechanical systems. ${ }^{12,13}$ Usually the form of $H_{1}$ is given in terms of the appropriate dynamical variables on the basis of mathematical or physical assumptions. In this way the symmetry properties of the total Hamiltonian are determined, e.g., if $H_{1}=g / q^{2}$, then the simplest noninvariance group is $\mathrm{SO}(3) \times \mathrm{SO}(2,1)$.

The problem being considered here amounts to a reversal of this situation since we already know the form of the total Hamiltonian $H$ and its symmetries. ${ }^{14}$ Accordingly there is the question of uniqueness of choice regarding the form $H_{1}$. However, we avoid this problem by noting that since $\omega(t)$ in Eq. (1) is an arbitary function, we may simply write $\omega^{2}(t)=\omega_{0}^{2}+\Omega^{2}(t)$ to give an interaction expression for the Lewis-Riesenfeld Hamiltonian

$$
\begin{equation*}
H(t)=\frac{1}{2}\left(p_{i}^{2}+\omega_{0}^{2} q_{i}^{2}\right)+\frac{1}{2} \Omega^{2}(t) q_{i}^{2} \tag{8}
\end{equation*}
$$

which fulfills each of the above requirements.

## 4. CANONICAL TRANSFORMATIONS

## A. Classical transformations

A similar breakup of the Lewis-Riesenfeld Hamiltonian can be achieved through the use of appropriate canonical transformations. ${ }^{1}$ These results will be important for the discussion in Sec. 5.

The canonical transformations

$$
\begin{array}{cc}
\{\rho, q\} \text { :space } & \{\bar{p}, \bar{q}\} \text { :space } \\
p=\rho^{-1} \bar{p}+\dot{\rho} q & \bar{p}=\rho p-\dot{\rho} q \\
q=\rho \bar{q} & \bar{q}=\rho^{-1} q
\end{array}
$$

are generated by the function

$$
\begin{equation*}
F(p, \bar{q}, \rho, \dot{\rho})=-\rho p \bar{q}+\frac{1}{2} \rho \dot{\rho} \bar{q}^{2} \tag{9}
\end{equation*}
$$

and the $3 H(t)$-Hamiltonian $H(q, p, t)$ becomes

$$
\begin{equation*}
H(q, p, t)=\rho^{-2} H_{0}(\bar{q}, \bar{p})-\frac{\partial F}{\partial t} \tag{10}
\end{equation*}
$$

With this observation we are able to write the desired interaction term as
$H_{1}(\bar{q}, \vec{p})=-\frac{\partial F}{\partial t}(\bar{q}, \bar{p})=\rho^{-1} \dot{\rho} \bar{p} \bar{q}+\frac{1}{2}\left(\dot{\rho}^{2}-\rho \ddot{\rho}\right) \bar{q}^{2}$.

## B. Quantum transformations

The corresponding canonical transformations in quantum mechanics connecting the representation $\{p, q\}$ to $\{\bar{p}, \bar{q}\}$ are given by

$$
\bar{p}=U p U^{-1}, \quad \bar{q}=U q U^{-1},
$$

where $U$ is a unitary operator, thus ensuring the existence of the canonical commutation relations

$$
\left[q_{i}, q_{j}\right]=0, \quad\left[p_{i} p_{j}\right]=0, \quad\left[q_{i} p_{j}\right]=i \delta_{i j}
$$

in each representation. The form of these transformations is related then to the classical generating function by a theorem due to Dirac. ${ }^{15}$

If $|q\rangle$ and $|\bar{q}\rangle$ are eigenstates of the respective representations, then the transformation function between these eigenstates is defined through $F(\bar{q}, q)$ treated as an operator in the mixed representation

$$
\begin{equation*}
\langle\bar{q} \mid q\rangle=\exp [i F(\bar{q}, q)] \tag{12}
\end{equation*}
$$

For a given representation $|r\rangle$ we have the operator equations

$$
\begin{align*}
& \langle\bar{q}| \bar{p}|r\rangle=\frac{\partial F(\bar{q}, q)}{\partial \bar{q}}\langle\bar{q} \mid q\rangle, \\
& \langle\bar{q}| p|r\rangle=-\frac{\partial F(\bar{q}, q)}{\partial q}\langle\bar{q} \mid q\rangle, \tag{13}
\end{align*}
$$

corresponding to the usual classical equations.
The generator defined in Sec. 3 A is written in the co-ordinate-momentum representation. Using the identity

$$
\begin{equation*}
\sum_{q}\langle\bar{q} \mid q\rangle\langle q \mid p\rangle=\langle\bar{q} \mid p\rangle, \tag{14}
\end{equation*}
$$

we have, e.g.,

$$
\begin{equation*}
\langle\bar{q}| \bar{p}|p\rangle=\langle q \mid p\rangle \frac{\partial F(\bar{q}, p)}{\partial \bar{q}}\langle\bar{q} \mid q\rangle=\frac{\partial F\langle\bar{q} \mid p\rangle}{\partial \bar{q}} \tag{15}
\end{equation*}
$$

for which the corresponding transformation function is

$$
\begin{equation*}
\langle\bar{q} \mid p\rangle=\exp [i F(\bar{q}, p)] \tag{16}
\end{equation*}
$$

The most general canonical transformations are generated by the classical action $\int d t L(\bar{q}, \bar{q}, t)$ where the $3 H_{\mathrm{LR}}(t)$ Lagrangian is

$$
\begin{equation*}
L_{\mathrm{LR}}=\frac{1}{2} \rho^{2} \dot{\bar{q}}^{2}-\rho \dot{\rho} \bar{q} \cdot \dot{\bar{q}}-\frac{1}{2}\left(\rho^{-2}-\rho \ddot{\rho}\right) \bar{q}^{2}, \tag{17}
\end{equation*}
$$

and the Hamiltonian is

$$
\begin{equation*}
H_{\mathrm{LR}}=\frac{1}{2}\left[\left(\rho^{-1} \bar{p}+\dot{\rho} \bar{q}\right)^{2}+\left(\rho^{-2}-\rho \ddot{\rho}\right) \bar{q}^{2}\right] \tag{18}
\end{equation*}
$$

The generating function $F(\bar{q}, p)$ represents an action related
to the simpler Lagrangian

$$
\begin{equation*}
L=-\frac{1}{2} \rho \dot{\rho} \dot{\bar{q}} \cdot \bar{q}+\frac{1}{2}\left(\dot{\rho}^{2}+\rho \ddot{\rho}\right) \bar{q}^{2} \tag{19}
\end{equation*}
$$

The associated Hamiltonian is a special case of the above, viz.

$$
\begin{equation*}
H=\frac{1}{2}\left(\rho^{-2} \bar{p}^{2}-\check{\rho} \rho \bar{\rho}^{2}\right) . \tag{20}
\end{equation*}
$$

## 4. BREAKING GENERATOR

The canonical variables in the interaction Hamiltonian evidently do not form a realization of $\operatorname{SU}(3)$ infinitesimal generators so that it is not possible to express the total Hamiltonian in terms of the quadratic Casimir invariant ${ }^{16,17}$

$$
\begin{equation*}
C_{2}^{[\alpha, \beta]}=\frac{1}{3}\left(\alpha_{2}+\alpha \beta+\beta^{2}+3 \alpha+3 \beta\right) . \tag{21}
\end{equation*}
$$

We can, however, determine how $H_{1}$ transforms under $\mathrm{SU}(3)$ generators. The canonical bilinear matrices

$$
\left(Q_{i} Q_{j}\right),\left(P_{i}, P_{j}\right),\left(Q_{i} P_{j}+P_{i} Q_{j}\right)
$$

span the algebra of $\operatorname{Sp}(6, \mathbb{R})^{2,18}$ and $H_{1}$ can be associated with the trace, $\Sigma_{i}^{3} Q_{i} Q_{i}$. Using the branching rule method described in Ref. 2, we can find its representation in SU(3). Recalling ${ }^{2}$ that

$$
\begin{equation*}
\mathrm{SP}(6) \downarrow \mathrm{SU}(3): 21 \supset 8 \oplus 6 \oplus \overline{6} \oplus \mathbf{1}, \tag{22}
\end{equation*}
$$

we see that $H_{1}$ must lie in a $\mathbf{6}$ and $\overline{6}$. The bilinear $\frac{1}{2} \Sigma_{k}^{3}\left(q_{k} q_{k}-p_{k} p_{k}\right)$ transforms exactly as a 6 according to the commutation relations among $\operatorname{SU}(3)$ generators (See Sec. 2):

$$
\begin{align*}
& \frac{1}{2} \sum_{k}\left[J_{i} ;\left(q_{k} q_{k}-p_{k} p_{k}\right)\right]=0, \\
& \frac{1}{2} \sum_{k}\left[B_{i j},\left(q_{k} q_{k}-p_{k} p_{k}\right)\right] \\
& =-i\left\{\left(q_{i} p_{j}+p_{i} q_{j}\right)-\frac{\delta_{i j}}{3}(q \cdot p+p \cdot q)\right\},  \tag{23}\\
& \frac{1}{2} \sum_{i j}\left[B_{i j},\left[B_{i j},\left(q_{k} q_{k}-p_{k} p_{k}\right)\right]\right]=\frac{10}{3} \sum_{k}\left(q^{2}-p^{2}\right) .
\end{align*}
$$

In this normalization $c_{2}^{[2,0]}=\frac{10}{3}$ corresponds to 6. ${ }^{16}$

## 5. DILATIONS AND THE WEYL GROUP

## A. Time-dependent dilations

The transformations used in Sec. 3 are of three related types.

$$
\text { Type (I): }\{p, q\} \leftrightarrow\{\bar{p}, \bar{q}\}:
$$

$$
\begin{aligned}
& \begin{array}{l}
p=p^{-1} \bar{p}+\dot{\rho} \bar{q}, \quad \text { and } \quad \begin{array}{c}
\bar{p}=\rho p-\dot{\rho} q \\
\bar{q}=\rho^{-1} q
\end{array} \\
q=\rho \bar{q} \\
\text { Type (II): }\{p, q\} \leftrightarrow\{P, Q\} \\
p=P+(\dot{\rho} / \rho), \quad \text { and } \quad \begin{array}{l}
P=p-(\dot{\rho} / \rho) \\
\\
q=Q
\end{array} \\
\begin{array}{l}
\text { Type (III): }\{\bar{p}, \bar{q}\} \leftrightarrow\{P, Q\}
\end{array} \\
\bar{p}=\rho P, \\
\bar{q}=\rho^{-1} Q
\end{array} \quad \text { and } \quad \begin{array}{l}
P=\rho^{-1} \bar{p}, \\
Q=\rho q
\end{array}
\end{aligned}
$$

Type (I) transformations were used previously to establish the connections


Type (III) transformations are simply time-dependent dilations defined ${ }^{19,20}$ by

$$
\begin{align*}
& U^{-1}(\alpha) P U(\alpha)=e^{\alpha} P \\
& U^{-1}(\alpha) Q U(\alpha)=e^{-\alpha} Q \tag{24}
\end{align*}
$$

where

$$
\begin{equation*}
U(\alpha)=\exp [-i \alpha(t)] D . \tag{25}
\end{equation*}
$$

and $\alpha=\log \rho$.
The generator $D=\Sigma_{i}^{3} q_{i} \partial / \partial q_{i}$ spans the algebra of the Weyl group $W_{G}(3)$ :

$$
\begin{equation*}
\left[q_{i}, D\right]=i q_{i}, \quad\left[p_{i}, D\right]=-i p_{i}, \quad\left[J_{i}, D\right]=0 \tag{26}
\end{equation*}
$$

Applying the scaling transformations of Type (III) to the Hamiltonian,

$$
\begin{equation*}
H_{0}(\bar{q}, \vec{p})=\frac{1}{2}\left(\bar{p}^{2}+\omega_{0}^{2} \bar{q}^{2}\right), \tag{27}
\end{equation*}
$$

furnishes the interaction form in $\{P, Q\}$-space

$$
\begin{equation*}
H_{0}(\bar{q}, \bar{p})=\frac{1}{2}\left[P^{2}+\omega^{2}(t) Q^{2}+(\ddot{\rho} / \rho) Q^{2}\right], \tag{28}
\end{equation*}
$$

where Eq. (3) has been written

$$
\begin{equation*}
\lambda^{2}=\omega_{0}^{2}=\rho^{3}\left[\ddot{\rho}+\omega^{2}(t) \rho\right] . \tag{29}
\end{equation*}
$$

## B. Time-independent scale transformations

Consider the case where $\Omega(t)=$ const; then the total Hamiltonian is just the time-independent oscillator. Moreover, if $\rho=$ const $=\omega_{0}$, then

$$
\begin{equation*}
H_{0}=\frac{1}{2} \rho^{-2}\left(p^{2}+q^{2}\right) . \tag{30}
\end{equation*}
$$

In this case the time-independent oscillator scales under dilations, although the generators of $W_{G}(3)$ do not commute with those of $\operatorname{SU}(3)$. It seems plausible that this may be the underlying feature which has led to the recent suggestion that the semidirect product group $\mathrm{SU}(3) \odot W_{G}(3)$ may be a suitable noninvariance group for the $3 H$-oscillator. The irreducible representations may be found using Mackey's theorem. ${ }^{21}$ The induced reps $U_{W}$ of $W_{G}(n) \uparrow \operatorname{SU}(n)$ which intertwine the projective representations $\Lambda_{n}$ of $\mathrm{SU}(n)$ are evaluated from the group action. The resulting irreps

$$
\begin{equation*}
\left(U_{W} \Lambda_{n}\right) \uparrow \mathrm{SU}(n) \sim \Lambda_{n} \quad\left(\equiv \sum_{\mu}^{\infty} \oplus \Lambda_{n}^{\mu}\right) \tag{31}
\end{equation*}
$$

are, in general, the tensor reps. corresponding to the ( $a+I$ )th energy eigenvalue ${ }^{2,6,7}$ as described in Sec. 1 .

## 6. CONCLUSION

In this paper we have resolved the outstanding problem of determining a dynamical realization for the interaction responsible for the absence of an $\mathrm{SU}(3)$ invariance symmetry in the Lewis-Riesenfeld oscillator. To arrive at this result requires the construction of an expression for the $3 H_{\mathrm{LR}}(t)$ Hamiltonian in the interaction picture. This was achieved most simply by appealing to a previously defined canonical transformation. By using the branching rules for
$\mathrm{Sp}(6) \downarrow \mathrm{SU}(3)$, it was shown that the breaking generators transform as a $(6 \oplus \overline{6})$ under $\mathrm{SU}(3)$. Time-dependent dilatations were found to relate the broken Hamiltonian to that of $3 H_{\mathrm{LR}}(t)$. Finally, it was suggested that time-independent scaling transformations applied to the $3 H$-oscillator may provide a physical reason underlying the existence of the semidirect product group $W_{G}(3) \odot S U(3)$ as a noninvariance symmetry of the time-independent oscillator.
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#### Abstract

The purpose of this work is to analyze the physical optics method as applied to electromagnetic scattering theory and to point out its physical and mathematical drawbacks. The main conclusions are (1) that the boundary values assumed by physical optics lead to electromagnetic fields that do not satisfy the finiteness of energy condition and, as a consequence, that integral representations of these fields cannot be obtained via the divergence theorem; (2) that the commonly accepted representations are not solutions of the physical optics problem because they fail to reproduce the assumed discontinuities of the fields on the scatterer. Despite the above conclusions, the present work should not be construed as an attempt to discredit the method but rather as an effort toward a better understanding of it. As it is well known, there have been a number of occasions in which physical optics has yielded quite satisfactory results.


## I. INTRODUCTION

One of the most widely used methods for estimating the electromagnetic fields scattered off a three-dimensional, closed, perfectly conducting surface $S$ is that of physical optics. ${ }^{1,2}$ Briefly, the physical argument involved in this method is the following: If at each point of the scatterer the principal radii of curvature are large compared to the wavelength of the incident radiation, then for all practical purposes, the incident wave "sees" at that point an infinite, perfectly conducting plane tangent to the scattering surface at the point. For a point directly exposed to the incident rays (in the sense of geometric optics) the total field there can be reasonably approximated to be that for the infinite plane, while for a point not exposed to the incident rays it can be taken to be equal to zero. Once this assumption is made, the scattered fields off the surface are computed via integral representations which involve the assumed field distribution and which will be discussed below in detail. If, for simplicity, $S$ is taken to be convex, then the dark region, $S_{1}$, of the scatterer is separated from the illuminated region, $S_{2}$, by a simple closed contour $C$. Denoting by $\left\{\mathbf{E}^{i}, \mathbf{H}^{i}\right\}$ the incident fields, by $\{\mathbf{E}, \mathbf{H}\}$ the scattered ones, and by $\hat{n}$ the exterior unit normal on $S$, then according to physical optics

$$
\begin{equation*}
\hat{n} \times \mathbf{E}=-\hat{n} \times \mathbf{E}^{i}, \quad \hat{n} \times \mathbf{H}=-\hat{n} \times \mathbf{H}^{i}, \tag{1}
\end{equation*}
$$

on the dark side, while

$$
\begin{equation*}
\hat{n} \times \mathbf{E}=-\hat{n} \times \mathbf{E}^{i}, \quad \hat{n} \times \mathbf{H}=\hat{n} \times \mathbf{H}^{i} \tag{2}
\end{equation*}
$$

on the illuminated side. Maxwell's equations together with (1) and (2) imply that

$$
\begin{align*}
& \hat{n} \cdot \mathbf{E}=-\hat{n} \cdot \mathbf{E}^{i}, \quad \hat{n} \cdot \mathbf{H}=-\hat{n} \cdot \mathbf{H}^{i} \quad \text { on } S_{1},  \tag{3}\\
& \hat{n} \cdot \mathbf{E}=\hat{n} \cdot \mathbf{E}^{i}, \quad \hat{n} \cdot \mathbf{H}=-\hat{n} \cdot \mathbf{H}^{i} \quad \text { on } S_{2} . \tag{4}
\end{align*}
$$

This approximation to the exact scattering problem, also referred to as the Kirchhoff-Kottler formulation, has been the subject of much discussion over the years. For this

[^11]reason another paper on the subject demands some justification. Bouwkamp ${ }^{3}$ in his 1954 report on diffraction theory notes, "Many authors have recently devoted their attention to the classical Kirchhoff-Kottler formulation of the Huygens principle and its application to practical problems. Apart from the applications, essentially new knowledge has not been obtained. Old results were often re-formulated, reinterpreted, re-derived, re-named, or just simplified (?)." Fifteen years later, during which physical optics was the subject of considerable discussion, ${ }^{1,4,5}$ Bowman et al ${ }^{2}$ remarked "... recent years have seen a growing tendency to credit physical optics with an accuracy which is in no sense justifiable. It is therefore unfortunate that necessary and sufficient conditions for the validity of the method cannot be stated and, indeed, several of the most fruitful applications have been in circumstances where prior justification would be difficult." Indeed, a careful search through the literature referenced in the above works reveals that very little work has been done in understanding the method itself, the physical implications of the assumptions on the field distribution on $S$, and the structure (and mathematical implications) of the integral representations associated with it. The purpose of this paper is to address these questions and point out the physical and mathematical drawbacks of the method.

Much of the the confusion surrounding physical optics stems not from the assumption on the field distribution on $S$ but from the integral representations used for calculating the scattered fields. The present plan is to accept (1)-(4) as the fundamental assumptions of physical optics and then attempt to derive integral representations. As it is well known, integral representations for electromagnetic scattered fields can be obtained in two ways: either by using the divergence theorem or by first postulating them in terms of surface density functions (as is commonly done in potential theory) and subsequently verifying their validity by checking whether they satisfy the requirements of the problem. Both approaches will be used here. Before doing so, however, a few notes on the accepted representations will be offered together with a more detailed plan of the paper and its main conclusions.

The integral representations commonly associated with the physical optics method have their origin in the work of Kottler ${ }^{6.7}$ on the black screen problem. Their derivation assumes that the fields off the surface are due to electric and magnetic charge and current densities on $S$ as well as to electric and magnetic line charges on the closed contour $C$ that separates the illuminated from the dark side of $S$. In this manner the fields are expressed in terms of surface integrals, known as the Stratton-Chu formulas, ${ }^{8}$ and line integrals which bear the name of Kottler.

These modified Stratton-Chu formulas have been used through the years in their original form or in a modified but equivalent one. ${ }^{9}$ In 1967, Kottler ${ }^{10}$ attempted to derive them for the black screen problem via the divergence theorem but it was subsequently shown ${ }^{11}$ that the derivation was in error for the resulting fields failed to satisfy the specified conditions at the edge of the black screen. In 1968, Sancer ${ }^{5}$ followed similar lines for deriving the corresponding formulas for the physical optics case. As with Kottler ${ }^{10}$ his derivation violated one of the asumptions of the divergence theorem, namely, that the function involved in the theorem must be continuous in the closed region in which the theorem is applied.

In the present work, the question of whether integral representations can be obtained through a legitimate use of the divergence theorem is addressed in Sec. II. Although the answer is in the negative, the process yields the interesting by-product that the fields resulting from the physical optics approximation do not satisfy the finiteness of energy condition; thus, once the surface fields are specified as in (1)-(4), then irrespective of the integral representations to be employed, the scattered fields will violate a physical condition that scattered fields in all situations are supposed to obey. In Sec. III, Hertz vector-potentials are employed for deriving representations (potential method). It is shown subsequently that the fields so obtained fail to reproduce the assumed discontinuities across $C$ and, hence, are not solutions of the physical optics problem. The analysis employed also answers in the negative the long standing question of whether the fields resulting from the physical optics approximation can be used as the first term in an iterative scheme that would converge to the exact solution of the scattering problem. Seciton IV offers some concluding remarks, while detailed computations are left to Appendices A, B, and C.


FIG. 1. Cross section of $S$ showing surfaces $\sigma$ and $\Sigma_{r}$, and curve $C$.

## II. THE DIVERGENCE THEOREM AND THE ENERGY CONDITION

The scattering surface under consideration is a threedimensional, closed and bounded surface $S$. Its mathematical properties will be described in greater detail in the next section but, for the present, it is sufficient to assume that it is smooth enough for the divergence theorem to be applicable. ${ }^{12,13}$ The incident electromagnetic wave is assumed to be such that the dark region, $S_{1}$, is separated from the illuminated region, $S_{2}$, by a simple closed contour $C$ which is positively oriented with respect to the exterior normal on $S_{1}$. From (1)-(4), the scattered fields obey the following conditions on C:

$$
\begin{align*}
& \hat{n}_{2} \times \mathbf{E}_{2}-\hat{n}_{1} \times \mathbf{E}_{1}=\mathbf{0}, \quad \hat{n}_{2} \times \mathbf{H}_{2}-\hat{n}_{1} \times \mathbf{H}_{1}=2 \hat{n} \times \mathbf{H}^{i}, \\
& \text { on } C,  \tag{5}\\
& \hat{n}_{2} \cdot \mathbf{E}_{2}-\hat{n}_{1} \cdot \mathbf{E}_{1}=2 \hat{n} \cdot \mathbf{E}^{i}, \quad \hat{n}_{2} \cdot \mathbf{H}_{2}-\hat{n}_{1} \cdot \mathbf{H}_{1}=0, \text { on } C, \tag{6}
\end{align*}
$$

where the subscript 1 (2) denotes the approach to $C$ from $S_{1}$ ( $S_{2}$ ), and $\hat{n}$ denotes the exterior unit normal on $S$.

Since the scattered fields are not continuous across $C$, the divergence theorem is not directly applicable. ${ }^{12.13}$ For this reason an auxiliary surface $\Sigma_{\tau}$, is constructed by using each point $P$ of $C$ as the center of a circle of radius $\tau$ which lies on the plane normal to both $S$ and $C$ at $P$. For $C$ sufficiently smooth and $\tau$ sufficiently small, the resulting structure is a tubelike, doubly connected, closed surface surrounding $C$. Denoting by $\sigma$ the part of $S$ intercepted by this tube and $\Sigma_{\tau}$ the part of the tube exterior to $S$ (Fig. 1), the divergence theorem is applied in the closed region whose boundary consists of the closed surface $(S-\sigma) U \Sigma_{\tau}$ and the surface of a sphere whose radius eventually recedes to infinity.

Under the assumption that the scattered fields are continuous in the closed region above and that they satisfy the radiation conditions at infinity, then the application of the divergence theorem in the form of a vector ${ }^{8}$ or a dyadic ${ }^{14}$ Green's identity yields

$$
\begin{align*}
& \mathbf{E}\left(\mathbf{r}^{\prime}\right)= \lim _{\tau \rightarrow 0} \int_{(S-\sigma) U \Sigma_{\tau}} \mathbf{A} d S \\
&-\frac{i}{\omega \epsilon} \lim _{\tau \rightarrow 0} \int_{\left(S_{-\sigma}\right) U \Sigma_{\tau}} \hat{n} \cdot \nabla \times(\mathbf{H} \nabla g) d S, \\
& \mathbf{r}^{\prime} \notin(S-\sigma) U \Sigma_{\tau}, \tag{7}
\end{align*}
$$

with

$$
\begin{align*}
& \mathbf{A}=\hat{n} \cdot \mathbf{E} \nabla g+(\hat{n} \times \mathbf{E}) \times \nabla g+i \omega \mu g \hat{n} \times \mathbf{H},  \tag{8}\\
& g\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=e^{i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} / 4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, \tag{9}
\end{align*}
$$

and a similar expression holding for $\mathbf{H}$. The constants $\epsilon$ and $\mu$ stand for the permittivity and permeability of the medium while $\omega$ and $k$ stand for the angular frequency and the wave number of the incident wave ( $e^{-i \omega t}$ time-dependence).

The last integral in (7) vanishes by virtue of Stokes' theorem; moreover, since $S-\sigma \rightarrow S$ as $\tau \rightarrow 0$, the integral of $A$ over $S-\sigma$ tends to the integral of $\mathbf{A}$ over $S$, so that (7) becomes

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{r}^{\prime}\right)=\int_{S} \mathbf{A} d S+\lim _{\tau \rightarrow 0} \int_{\Sigma_{r}} \mathbf{A} d S \tag{10}
\end{equation*}
$$

Since the values that $\mathbf{A}$ takes on $\Sigma_{\tau}$ are not known, the last integral in (10) cannot be evaluated directly. The only way this integral can be handled is by means of the finiteness of energy condition, the only remaining physical condition that can be employed in this problem. This condition requires that the scattered fields are locally square-integrable or, in physical terms, that the energy contained in a finite region of space is finite and tends to zero with the volume of the region. If this condition obtains, it can be shown that the second integral in (10) tends to zero with $\tau$; if not, then no conclusion can be drawn and the divergence theorem fails to produce representations.

The next step then is to determine whether the present problem satisfies the energy condition which, in mathematical form and for the region of interest, reads

$$
\begin{equation*}
\int_{V_{r}}|\mathbf{E}|^{2} d V<\infty, \quad \int_{V_{r}}|H|^{2} d V<\infty \tag{11}
\end{equation*}
$$

$V_{\tau}$ being the region of space enclosed by $\sigma U \Sigma_{\tau}$. To this end the following theorem is proved in Appendix $A$ with $\hat{t}$ being the unit vector tangent to $C$ and pointing in the direction in which the curve is traced.

Theorem 1: If conditions (11) obtain, then the line integrals
$\int_{C}^{\hat{t}} \cdot\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right) g d s \quad$ and $\quad \int_{C} \hat{t} \cdot\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right) g d s, \quad \mathbf{r}^{\prime} \dot{\phi} S$,
are necessarily equal to zero.
An examination of the proof of this theorem reveals that the theorem remains valid if $g$ is replaced by any function $f$ which is defined and has continuous first partial derivatives in the interior of $\sigma U \Sigma_{\tau}$. This observation is of consequence because of the following well-known theorem. ${ }^{15}$

Theorem 2: If a function $F$ is (Lebesgue) integrable in an open set $\omega$ and if, for any function $G$ which is continuous on $\omega$, the equation $\int_{\omega} F G d V=0$ holds, then $F$ must satisfy the condition $\int_{\omega}|F| d V=0$, and consequently $F$ is equal to zero almost everywhere on $\omega$.

These two theorems imply the following:
Theorem 3: If the function $\hat{t} \cdot\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right)$ and $\hat{t} \cdot\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right)$ are (Lebesgue) integrable on $C$ and if (11) holds, then the two functions are necessarily equal to zero almost everywhere on C.

In the physical optics approximation the functions of Theorem 3 are integrable on $C$ since they are given in terms of the incident fields; in fact, they are continuous except at those isolated points at which $\hat{t}$ may not be continuous. Were conditions (11) then to hold, these functions would be identically zero except at a number of isolated points. This is certainly not the case for $\hat{t} \cdot\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right)$ as witnessed from the second of (5) and, hence, the finiteness of energy condition is not satisfied. In turn, the second integral in (10) cannot be evaluated and the divergence theorem does not yield representations.

As it is well known, ${ }^{9}$ scattered fields are required to satisfy the finiteness of energy condition and, therefore, the failure of the physical optics fields in this respect constitutes a most serious drawback of the method. Since, also, this failure is a direct result of the very initial assumptions, i.e., Eqs. (1)-(4), it is evident that the method is off to a bad start.

As mentioned in the Introduction, Sancer, ${ }^{5}$ ignoring the continuity requirement of the divergence theorem and by means of it, obtained a pair of representations for the fields resulting from the physical optics approximation. Using a dyadic form of the theorem he derived (7) with the integration extending over $S$ rather than $(S-\sigma) U \Sigma_{\tau}$. For the second integral he employed Stokes' theorem over $S_{1}$ and $S_{2}$ to convert the surface integral into a line integral, his final results being

$$
\begin{align*}
\mathbf{E}\left(\mathbf{r}^{\prime}\right)= & \int_{S}[\hat{n} \cdot \mathbf{E} \nabla g+(\hat{n} \times \mathbf{E}) \times \nabla g+i \omega \mu g \hat{n} \times \mathbf{H}] d S \\
& -\frac{i}{\omega \epsilon} \int_{C} \hat{t} \cdot\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right) \nabla g d s  \tag{13}\\
\mathbf{H}\left(\mathbf{r}^{\prime}\right)= & \int_{S}\{\hat{n} \cdot \mathbf{H} \nabla g+(\hat{n} \times \mathbf{H}) \times \nabla g-i \omega \epsilon g \hat{n} \times \mathbf{E}\} d S \\
& +\frac{i}{\omega \mu} \int_{C} \hat{t} \cdot\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right) \nabla g d s \tag{14}
\end{align*}
$$

These are the Stratton-Chu ${ }^{8}$ modified formulas and, as it will be shown in the next section, they do not constitute integrals representations for the physical optics fields.

Sancer's oversight of the continuity requirement can be seen to lead to inconsistent results. The same integral that led to the line integral in (13) can be written via the divergence theorem in the form

$$
\begin{align*}
\int_{S} \hat{n} \cdot \nabla \times(\mathbf{H} \nabla g) d S= & -\lim _{\rho \rightarrow 0} \int_{S_{p}} \hat{n} \cdot \nabla \times(\mathbf{H} \nabla g) d S \\
& -\lim _{R \rightarrow \infty} \int_{S_{k}} \hat{n} \cdot \nabla \times(\mathbf{H} \nabla g) d S \tag{15}
\end{align*}
$$

where $S_{\rho}$ is a sphere of radius $\rho$ and center at $\mathbf{r}^{\prime}$, while $S_{R}$ is a sphere of radius $R$ and center at $r^{\prime}$. Both the integrals on the right are well-behaved and vanish before taking the indicated limits by virture of Stokes' theorem. Naturally, the statement in (15) is questionable since the first integrand is not continuous on $S$, but Sancer's is not either. It is true that the continuity condition is only a sufficient condition of the divergence theorem; nevertheless, it is a condition under which the theorem has been proven and as such it cannot be ignored. In Appendix B examples are given where the violation of this condition leads to inconsistent results.

## III. AN EXAMINATION OF THE EXISTING REPRESENTATIONS

Since the divergence theorem fails to ascertain whether the modified Stratton-Chu formulas (13) and (14) are indeed solutions of the problem resulting from the physical optics approximation, it then remains to examine whether these formulas satisfy the requirements of the problem. As it is mentioned in the Introduction, these formulas were originally obtained using physical arguments. Specifically, the electric and magnetic charge and current density on $S$ were taken into consideration as well as electric and magnetic line charges on $C$. An alternative way of obtaining them is to consider only the electric and magnetic current densities and form the Hertz vectors
$\pi\left(\mathbf{r}^{\prime}\right)=\frac{i}{\omega \epsilon} \int_{S} \hat{n} \times \mathbf{h} g d S, \quad \pi^{*}\left(\mathbf{r}^{\prime}\right)=-\frac{i}{\omega \mu} \int_{S} \hat{n} \times \mathbf{e} g d S$,
where $\hat{n} \times \mathbf{h}$ and $\hat{n} \times \mathbf{e}$ denote the assigned values of the tangential magnetic and electric scattered fields on $S$ as given by (1) and (2). In terms of these vectors the scattered fields at points off the surface are given by ${ }^{9}$

$$
\begin{align*}
& \mathbf{E}\left(\mathbf{r}^{\prime}\right)=\nabla^{\prime} \times \nabla^{\prime} \times \pi\left(r^{\prime}\right)+i \omega \mu \nabla^{\prime} \times \pi^{*}\left(\mathbf{r}^{\prime}\right),  \tag{17}\\
& \mathbf{H}\left(\mathbf{r}^{\prime}\right)=\nabla^{\prime} \times \nabla^{\prime} \times \boldsymbol{\pi}^{*}\left(r^{\prime}\right)-i \omega \epsilon \nabla^{\prime} \times \pi\left(\mathbf{r}^{\prime}\right) . \tag{18}
\end{align*}
$$

These formulas are often called the Franz ${ }^{16}$ representations. The modified Stratton-Chu formulas follow from them by performing the indicated differentiations and using standard vector identities; conversely, (17) and (18) can be obtained from (13) and (14) by reversing the steps. Thus, the two sets of representations are mathematically equivalent.

For (13) and (14) to be solutions of the problem they must satisfy Maxwell's equations at points exterior to $S$, the radiation conditions at infinity, and also reproduce the assigned values of the fields on the scatterer. It can be readily shown that the first two requirements are satisfied. The third one, however, and, specifically, the conditions (5) and (6) across $C$ do not obtain. This can be shown either by using (13) and (14) and utilizing the results of Müller ${ }^{13}$ or by first transforming (13) and (14) to what is known as Kottler's formulas and then employing potential-theoretic techniques. These formulas are ${ }^{10}$

$$
\begin{align*}
\mathbf{E}\left(\mathbf{r}^{\prime}\right)= & \int_{S}\left(\mathbf{e} \frac{\partial g}{\partial n}-g \frac{\partial \mathbf{e}}{\partial n}\right) d S-\int_{C} g\left(\mathbf{e}_{1}-\mathbf{e}_{2}\right) \times \hat{t} d s \\
& -\frac{i}{\omega \epsilon} \int_{e} \hat{t} \cdot\left(\mathbf{h}_{1}-\mathbf{h}_{2}\right) \nabla g d s,  \tag{19}\\
\mathbf{H}\left(\mathbf{r}^{\prime}\right)= & \int_{S}\left(\mathbf{h} \frac{\partial g}{\partial n}-g \frac{\partial \mathbf{h}}{\partial n}\right) d S-\int_{C} g\left(\mathbf{h}_{1}-\mathbf{h}_{2}\right) \times \hat{t} d s \\
& +\frac{i}{\omega \mu} \int_{C} \hat{t} \cdot\left(\mathbf{e}_{1}-\mathbf{e}_{2}\right) \nabla g d s \tag{20}
\end{align*}
$$

and can be obtained from (13) and (14) through a series of vector operations; conversely, (13) and (14) can be obtained from (19) and (20) by reversing the steps so that the two sets of formulas are mathematically equivalent.

The representations in (19) and (20) are easier to work with in terms of a local analysis in a neighborhood of a point of $C$, for the surface integrals have been extensively studied in potential theory. ${ }^{12,17}$ The class of surfaces to be considered is a fairly common one in both potential ${ }^{12}$ and scattering theory, ${ }^{13}$ and it can be described as follows. The surface $S$ possesses a tangent plane at each one of its points. Moreover, for any point $M$ of $S$ and a rectangular coordinate system $x y z$ with origin at $M$ and the $z$ axis in the direction of the normal, there exists a real number $\eta>0$ such that for points $(x, y)$ belonging to the disk $x^{2}+y^{2} \leqslant \eta^{2}$, the part $S_{0}$ of $S$ intercepted by the sphere $x^{2}+y^{2}+z^{2} \leqslant \eta^{2}$ can be expressed in the form

$$
\begin{equation*}
z=f(x, y) \tag{21}
\end{equation*}
$$

with

$$
\begin{equation*}
f(0,0)=f_{x}(0,0)=f_{y}(0,0)=0, \tag{22}
\end{equation*}
$$

and $f$ possessing continuous second partial derivatives in $x^{2}+y^{2} \leqslant \eta^{2}$. For $M$ a point of $C$, the $y$ axis points in the
direction in which $C$ is traced while the $x$ axis points toward the illuminated region $\left(S_{2}\right)$. To avoid unnecessary complications of the mathematical arguments the portion $C_{0}$ of $C$ intercepted by the sphere of radius $\eta$ is assumed to lie on the $y z$ plane, i.e.,

$$
\begin{equation*}
C_{0}=\{(y, z): z=f(0, y),|y| \leqslant \eta\} . \tag{23}
\end{equation*}
$$

The local analysis is performed on (19) and (20) in the neighborhood of a point $M$ of $C$. The point $r^{\prime}$ is allowed first to approach the points $\mathrm{r}_{1}=(-\delta, 0, f(-\delta, 0))$ and $\mathbf{r}_{2}=(\delta, 0, f(\delta, 0))$ of $S$, in turn, and then these points are taken to the origin along the curve $\Gamma$ which, for simplicity, is defined by

$$
\begin{equation*}
\Gamma=\{(x, z): z=f(x, 0),|x| \leqslant \delta<\eta\} . \tag{24}
\end{equation*}
$$

It is noted first that the line integrals in (19) and (20) are well behaved at $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$. Secondly, the function $g$ can be written in the form

$$
\begin{align*}
g\left(\mathbf{r}, \mathbf{r}^{\prime}\right) & =\frac{\exp \left(i k \mid \mathbf{r}-\mathbf{r}^{\prime} 1\right.}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+\frac{1}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& =G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)+\frac{1}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{25}
\end{align*}
$$

where $G$ and its gradient have expansions of the form

$$
\begin{align*}
& G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{i k}{4 \pi} \sum_{n=0}^{\infty} \frac{\left(i k \mid \mathbf{r}-\mathbf{r}^{\prime}\right)^{n}}{(n+1)!} \\
& \nabla G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{k^{2}}{4 \pi} \frac{\mathbf{r}-\mathbf{r}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \sum_{n=0}^{\infty} \frac{(n+1)\left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)^{n}}{(n+2)!} \tag{26}
\end{align*}
$$

The surface integral in (19) with $g$ replaced by $G$ is a continuous function of $\mathbf{r}^{\prime}$ everywhere in space. That this is the case can be directly concluded from Lemmas 73 and 74 of Müller. ${ }^{13}$

The remaining surface integral, namely

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{S}\left(\mathbf{e}(\mathbf{r}) \frac{\partial}{\partial n}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{-1}-\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{-1} \frac{\partial \mathbf{e}(\mathbf{r})}{\partial n}\right) d S \tag{27}
\end{equation*}
$$

represents the sum of a double layer and a simple layer potential. Since the density of the simple layer is a bounded and integrable function, then ${ }^{17}$ the potential is continuous in the entire space. Similarly, ${ }^{17}$ since the density of the double layer is continuous in a neighborhood of $r_{1}$, then

$$
\begin{align*}
\lim _{\mathbf{r}^{\prime} \rightarrow \mathbf{r},} & \frac{1}{4 \pi} \int_{S} \mathbf{e}(\mathbf{r}) \frac{\partial}{\partial n}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{-1} d S \\
& =\frac{1}{2} \mathbf{e}\left(\mathbf{r}_{1}\right)+\frac{1}{4 \pi} \int_{S} \mathbf{e}(\mathbf{r}) \frac{\partial}{\partial n}\left|\mathbf{r}-\mathbf{r}_{1}\right|^{-1} d S \tag{28}
\end{align*}
$$

with the last integral being continuous ${ }^{17}$ on $S$, and with a similar statement holding as $\mathbf{r} \rightarrow \mathbf{r}_{2}$.

With these results it follows from (19) that

$$
\begin{align*}
\mathbf{E}\left(\mathbf{r}_{1}\right)= & \frac{1}{2} \mathbf{e}\left(\mathbf{r}_{1}\right)+\int_{S}\left(\mathbf{e}(\mathbf{r}) \frac{\partial g\left(\mathbf{r}, \mathbf{r}_{1}\right)}{\partial n}-g\left(\mathbf{r}, \mathbf{r}_{1}\right) \frac{\partial \mathbf{e}(\mathbf{r})}{\partial n}\right) d S \\
& -\int_{C}\left[\mathbf{e}_{1}(\mathbf{r})-\mathbf{e}_{2}(\mathbf{r})\right] \times \hat{\operatorname{tg}}\left(\mathbf{r}, \mathbf{r}_{1}\right) d s \\
& -\frac{i}{\omega \epsilon} \int_{C} \hat{t} \cdot\left[\mathbf{h}_{1}(\mathbf{r})-\mathbf{h}_{2}\left(\mathbf{r}_{2}\right)\right] \nabla g\left(\mathbf{r}, \mathbf{r}_{1}\right) d s, \tag{29}
\end{align*}
$$

with the corresponding expression for $\mathbf{E}\left(\mathbf{r}_{2}\right)$ being obtainable
from (29) by replacing $\mathbf{r}_{1}$ by $\mathbf{r}_{2}$; moreover, the expression for $\mathbf{H}$ at these points follows directly from (20). Using (29) to form the differences in (5) and (6) results in

$$
\begin{align*}
\hat{v} \times\left(\mathbf{E}_{2}-\mathbf{E}_{1}\right)= & \lim _{\delta \rightarrow 0}\left[\hat{n}_{2} \times \mathbf{E}\left(\mathbf{r}_{2}\right)-\hat{n} \times \mathbf{E}\left(\mathbf{r}_{1}\right)\right] \\
= & -\frac{1}{2} \lim _{\delta \rightarrow 0}\left[\hat{n}_{2} \times \mathbf{e}\left(\mathbf{r}_{2}\right)-\hat{n}_{1} \times \mathbf{e}\left(\mathbf{r}_{1}\right)\right] \\
& -\lim _{\delta \rightarrow 0} \int_{C}\left\{\hat{n}_{2} \times\left[\left(\mathbf{e}_{1}-\mathbf{e}_{2}\right) \times \hat{t}\right] g\left(\mathbf{r}, \mathbf{r}_{2}\right)\right. \\
& \left.-\hat{n}_{1} \times\left[\left(\mathbf{e}_{1}-\mathbf{e}_{2}\right) \times \hat{t}\right] g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right] d s \\
& -\frac{i}{\omega \epsilon} \lim _{\delta \rightarrow 0} \int_{C} \hat{t} \cdot\left(\mathbf{h}_{1}-\mathbf{h}_{2}\right) \\
& \times\left[\hat{n}_{2} \times \nabla g\left(\mathbf{r}, \mathbf{r}_{2}\right)-\hat{n}_{1} \times \nabla g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right] d s, \tag{30}
\end{align*}
$$

where $\hat{v}$ is the normal on $S$ at $M$. The exclusion of the surface integral is due to its aforementioned property of continuity. Expressed in terms of the incident fields (30) becomes

$$
\begin{align*}
& \hat{\boldsymbol{v}} \times\left(\mathbf{E}_{2}-\mathbf{E}_{1}\right) \\
& = \\
& 2 \lim _{\delta \rightarrow 0} \int_{C} \hat{n} \cdot \mathbf{E}^{i}\left\{\left(\hat{n}_{2} \times \hat{q}\right) g\left(\mathbf{r}, \mathbf{r}_{2}\right)-\left(\hat{n}_{1} \times \hat{q}\right) g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right\} d s  \tag{31}\\
& \quad+\frac{2 i}{\omega \epsilon} \lim _{\delta \rightarrow 0} \int_{C} \hat{t} \cdot \mathbf{H}^{i}\left\{\hat{n}_{2} \times \nabla g\left(\mathbf{r}, \mathbf{r}_{2}\right)-\hat{n}_{1} \times \nabla g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right\} d s,
\end{align*}
$$

with

$$
\begin{equation*}
\hat{q}=\hat{t} \times \hat{n} . \tag{32}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
& \hat{v} \cdot\left(\mathbf{E}_{2}-\mathbf{E}_{1}\right) \\
& =\hat{v} \cdot \mathbf{E}^{i}-2 \lim _{\delta \rightarrow 0} \int_{C} \hat{n} \cdot \mathbf{E}^{i}\left\{\hat{n}_{2} \cdot \hat{q} g\left(\mathbf{r}, \mathbf{r}_{2}\right)-\hat{n}_{1} \cdot \hat{q} g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right\} d s \\
& \quad+\frac{2 i}{\omega \epsilon} \lim _{\delta \rightarrow 0} \int_{C} \hat{t} \cdot \mathbf{H}^{i}\left\{\mathbf{n}_{2} \cdot \nabla g\left(\mathbf{r}, \mathbf{r}_{2}\right)-\hat{n}_{1} \cdot \nabla g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right\} d s \tag{33}
\end{align*}
$$

while,

$$
\begin{align*}
\hat{v} \times\left(\mathbf{H}_{2}-\mathbf{H}_{1}\right)= & \hat{v} \cdot \mathbf{H}^{i}+2 \lim _{\delta \rightarrow 0} \int_{C} \hat{q} \cdot \mathbf{H}^{i}\left\{\left(\hat{n}_{2} \times \hat{n}\right) g\left(\mathbf{r}, \mathbf{r}_{2}\right)\right. \\
& \left.-\left(\hat{n}_{1} \times \hat{n}\right) g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right\} d s,  \tag{34}\\
\hat{v} \cdot\left(\mathbf{H}_{2}-\mathbf{H}_{1}\right)= & \lim _{\delta \rightarrow 0} \int_{C} \hat{q} \cdot \mathbf{H}^{i}\left\{\hat{n}_{2} \cdot \hat{n} g\left(\mathbf{r}, \mathbf{r}_{2}\right)-\hat{n}_{1} \cdot \hat{n} g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right\} d s . \tag{35}
\end{align*}
$$

All but one of the limits in (31)-(35) exist and are equal to zero as shown in Appendix C. The one that does not exist is that of the second integral in (31). From (C20), Appendix C,

$$
\begin{align*}
& \int_{C} \hat{t} \cdot \mathbf{H}^{i}\left\{\hat{n}_{2} \times \nabla g\left(\mathbf{r}, \mathbf{r}_{2}\right)-\hat{n}_{1} \times \nabla g\left(\mathbf{r}, \mathbf{r}_{1}\right)\right\} d s \\
& \quad=[\hat{n}(M)+\hat{q}(M)] O(1)+\hat{t}(M) O\left(\delta^{-1}\right), \quad \delta \rightarrow 0^{+} \tag{36}
\end{align*}
$$

thus the conditions (5) and (6) across $C$ do not obtain and, hence, (19) and (20) [or, equivalently, (17) and (18), or (13) and (14)] are not solutions of the problem posed by the physical optics approximation.

The above calculations not only show the incompatibility between the physical optics problem and its purported solution but also conclusively answer the question asked by
various authors, ${ }^{2,3,18}$ namely, whether (19) and (20) could be used in an iteration scheme which might converge to the correct solution of the original problem. Bouwkamp ${ }^{3}$ answers the question in the negative and, in support, he cites the work of Schelkunoff. ${ }^{18}$ The latter, however, used an argument which, in light of the conclusions here, is in error. His argument was that the fields resulting from (19) and (20), when brought to the surface, would reduce to those assumed by the physical optics approximation and, thus, the same scattered fields would result iteration after iteration. The true reason, of course, is that the limit in (31) does not exist in the direction $\hat{t}$ in which $C$ is traced and, therefore, at least the last integral in (20) will not exist in the second iteration. It is worth noting that, were the limit in (31) to exist and be equal to zero, then successive iterations of (19) and (20) might converge to the exact solution since the discontinuities in (5) and (6) are cut in half after one iteration as it is clear from (33) and (34).

## IV. CONCLUSION

The purpose of this work has been twofold: first, to point out that the assumed surface fields of physical optics result in scattered fields which do not obey the finiteness of energy condition. A consequence of this is that the divergence theorem cannot be used in deriving integral representations for these fields. The second is to show that the modified Stratton-Chu formulas are not solutions for the scattered fields of physical optics and that they cannot be iterated to improve the physical behavior of these fields.

In conclusion, it should be mentioned that although the modified Stratton-Chu formulas are, in a mathematical sense at least, arbitrary formulas for the fields of an already approximated problem, they do seem to yield satisfactory results on occasion; thus, the present work, should not be construed as an attempt to discredit the method but rather as an effort toward a better understanding of it.

## APPENDIX A

It is shown here that if the fields satisfy (11), then the line integrals in (12) are necessarily equal to zero. The first step toward this end is the parametrization of the curve $C$ and the erection of local coordinates.

With respect to an arbitrary rectangular coordinate system $x y z$, the curve $C$ can be parametrized in terms of its arc length starting with an arbitrary point $P$ of $C$; thus
$C=\{(x, y, z): x=f(s), y=g(s), z=h(s), 0 \leqslant s \leqslant L\}$,
where $L$ is the length of $C$, and $f, g$, and $h$ are assumed to have continuous second derivatives with
$f^{\prime 2}+g^{\prime 2}+h^{\prime 2}=1$. The unit tangent vector to $C$ is given by

$$
\begin{equation*}
\hat{t}=f^{\prime}(s) \hat{x}+g^{\prime}(s) \hat{y}+h^{\prime}(s) \hat{z} \tag{A2}
\end{equation*}
$$

At each point $P$ of $C$ it is assumed that there exists a unit vector $\hat{n}$ normal to $S$ at $P$ which is also normal to $\hat{t}$. Letting

$$
\begin{equation*}
\hat{t}^{\prime}=\hat{n} \times \hat{t} \tag{A3}
\end{equation*}
$$

then the triple ( $\hat{n}, \hat{t}, \hat{t}^{\prime}$ ) is a positive triple of orthonormal vectors at each point of $C$.

The vectors $\hat{n}$ and $\hat{t}^{\prime}$ lie on a plane perpendicular to both $S$ and $C$ at the point $P$ under consideration. On this plane the polar coordinate system $(\rho, \phi), \rho \geqslant 0,0 \leqslant \phi<2 \pi$, is introduced with the pole at $P$ and the angle measured from $\hat{t}$ to $\hat{n}$. If $r_{0}$ is the position vector to a point of $C$, and if $p$ is the position vector on the $\hat{t}^{\prime}-\hat{n}$ plane, then the equation

$$
\begin{equation*}
\mathbf{r}=x \hat{x}+y \hat{y}+z \hat{z}=\mathbf{r}_{0}+\mathbf{\rho} \tag{A4}
\end{equation*}
$$

defines a transformation of points $(s, \rho, \phi)$ to points $(x, y, z)$ with Jacobian

$$
\begin{equation*}
J=\frac{\partial \mathbf{r}}{\partial s} \cdot \frac{\partial \mathbf{r}}{\partial \rho} \times \frac{\partial \mathbf{r}}{\partial \phi}=\rho\left(1-\rho \mathbf{\rho} \cdot \frac{d \hat{t}}{d s}\right) \tag{A5}
\end{equation*}
$$

The continuity of the second derivatives of $f, g$, and $h$ guarantees the boundedness of $|d \hat{t} / d s|$ which in turn guarantees that, for $\rho$ sufficiently small, the Jacobian is positive and the transformation one-to-one.

The next step is to restate the energy conditions (11) in a different but equivalent form. The claim is that if the integrals

$$
\int_{\Sigma_{\rho}}|\mathbf{E}|^{2} d S \text { and } \int_{\Sigma_{\rho}}|\mathbf{H}|^{2} d S
$$

exist and are continuous for $\rho>0$, then conditions (11) are equivalent to
$\int_{\Sigma_{\rho}}|\mathbf{E}|^{2} d S=O\left(\rho^{-1+\alpha}\right)$,
$\int_{\Sigma_{j},}|\mathbf{H}|^{2} d S=O\left(\rho^{-1+\alpha}\right), \quad \rho \rightarrow 0$,
where $\alpha$ is a positive real number. The surface $\Sigma_{\rho}$ is defined in Sec. II and it is here referred to the coordinate system ( $s, \rho, \phi$ ).

The proof of this theorem has as follows: If the first of (A6) holds then the limit

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{-}} \int_{\delta}^{\tau} d \rho \int_{\Sigma_{\rho}}|\mathbf{E}|^{2} d S \tag{A7}
\end{equation*}
$$

exists and, by Fubini's theorem

$$
\begin{equation*}
\int_{V_{\tau}}|\mathbf{E}|^{2} d V=\lim _{\delta \rightarrow 0^{\cdot}} \int_{\delta}^{\tau} d \rho \int_{\Sigma_{\rho}}|\mathbf{E}|^{2} d S \tag{A8}
\end{equation*}
$$

Conversely, if the left-hand side of (A8) exists, the limit in (A8) exists and, since the integrand (surface integral) is nonnegative and continuous for $0<\rho \leqslant \tau$, the first of (A6) has to hold. The proof for the second of (A6) follows the same lines.

With this background, Theorem 1 of Sec. II can now be proved. Letting $r^{\prime}$ be a point strictly off the surface $(S-\sigma) U \Sigma_{\rho}$ and using Maxwell's equations and standard vector identities, it follows that

$$
\begin{align*}
\int_{\Sigma_{\mu}} \hat{n} \cdot \nabla & \times\left[g\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathbf{H}(\mathbf{r})\right] d S \\
& =\int_{\Sigma_{r}} \mathbf{\rho} \cdot[\nabla g \times \mathbf{H}+g \nabla \times \mathbf{H}] d S \\
& =-\int_{\Sigma_{r}}[\nabla g \cdot(\hat{\rho} \times \mathbf{H})+i \omega \epsilon g \hat{\rho} \cdot \mathbf{E}] d S \tag{A9}
\end{align*}
$$

so that

$$
\begin{equation*}
\int_{V} \nabla \cdot \mathbf{A} d V=1=\int_{S} \hat{n} \cdot \mathbf{A} d S \tag{B5}
\end{equation*}
$$

which shows that the continuity condition is not a necessary one.

The importance of the continuity condition can be better visualized by considering examples for the one-dimensional analog of the divergence theorem, namely the fundamental theorem of calculus. For example, for the function

$$
f(x)=\left\{\begin{array}{cc}
x, & 0<x<1 \\
1, & x=0 \\
2, & x=1
\end{array}\right.
$$

the conclusion of the theorem holds, i.e.,

$$
\int_{0}^{1} f^{\prime}(x) d x=f(1)-f(0)
$$

but for the functions
$g(x)=\left\{\begin{array}{lc}0, & x=0 \\ 1, & 0<x \leqslant 1\end{array}, \quad h(x)=\left\{\begin{array}{cc}x, & 0 \leqslant x<1 \\ 0, & x=1\end{array}\right.\right.$
it does not.

## APPENDIX C

The limits of (31) and (33)-(35) are computed here. To this end the curve $C$ is split into two parts, the part $C_{0}$ of (23) and the rest. The integrals over $C-C_{0}$ have continuous integrands which in the limit as $\delta \rightarrow 0$ tend to zero. Each integral
over $C_{0}$ is expressed as the sum of two integrals by means of (25) and (26). The integrals involving $G$ are well behaved and tend to zero with $\delta$. What remains are the integrals over $C_{0}$ involving the fundamental solution of Laplace's equation and its gradient.

The first limit to be computed is that of the second integral in (31) which is

$$
\begin{equation*}
\mathrm{I}_{1}=\int_{-\eta}^{\eta} g(y)\left(\frac{\hat{n}_{2} \times \hat{R}_{2}}{R_{2}^{2}}-\frac{\hat{n}_{1} \times \hat{R}_{1}}{R_{1}^{2}}\right) d y \tag{C1}
\end{equation*}
$$

where $\hat{n}_{1}$ and $\hat{n}_{2}$ are the exterior unit normals on $S$ at the points
$\mathbf{r}_{1}=-\delta \hat{x}+f(-\delta, 0) \hat{z}, \quad \mathbf{r}_{2}=\delta \hat{x}+f(\delta, 0) \hat{z}$,
and

$$
\begin{align*}
& \mathbf{R}_{1}=\mathbf{r}-\mathbf{r}_{1}, \quad \mathbf{R}_{2}=\mathbf{r}-\mathbf{r}_{2}, \quad \boldsymbol{R}_{1}=\left|\mathbf{r}-\mathbf{r}_{1}\right| \\
& \boldsymbol{R}_{2}=\left|\mathbf{r}-\mathbf{r}_{2}\right|, \quad \hat{R}_{1}=\mathbf{R}_{1} / \boldsymbol{R}_{1}, \quad \hat{R}_{2}=\mathbf{R}_{2} / \boldsymbol{R}_{2} \tag{C3}
\end{align*}
$$

with

$$
\begin{equation*}
\mathbf{r}=y \hat{y}+f(0, y) \hat{z} \tag{C4}
\end{equation*}
$$

The function $g$ is defined by

$$
\begin{align*}
g(y) & =\hat{t} \cdot \mathbf{H}^{i}\left[1+f_{y}^{2}(0, y)\right]^{1 / 2} \\
& =\left[\hat{y}+f_{y}(0, y) \hat{z}\right] \cdot \mathbf{H}^{i}=H_{y}^{i}(y)+f_{y}(0, y) H_{z}^{i}(y) \tag{C5}
\end{align*}
$$

The integral in (C1) can be written in the form

$$
\begin{align*}
\mathbf{I}_{1}= & \int_{-\eta}^{\eta}[g(y)-g(0)]\left(\frac{\hat{n}_{2} \times \hat{R}_{2}}{R_{2}^{2}}-\frac{\hat{n}_{1} \times \hat{R}_{1}}{R_{1}^{2}}\right) d y+g(0) \\
& \times \int_{-\eta}^{\eta}\left(\frac{\hat{n}_{2} \times \hat{R}_{2}-\hat{z} \times \hat{R}_{2}}{R_{2}^{2}}-\frac{\hat{n}_{1} \times \hat{R}_{1}-\hat{z} \times \hat{R}_{1}}{R_{1}^{2}}\right) d y+g(0) \\
& \times \int_{-\eta}^{\eta}\left[\left(\frac{\hat{z} \times \hat{R}_{2}}{R_{2}^{2}}-\frac{\hat{z} \times \hat{\rho}_{2}}{\rho^{2}}\right)-\left(\frac{\hat{z} \times \hat{R}_{1}}{R_{2}^{2}}-\frac{\hat{z} \times \hat{\rho}_{1}}{\rho^{2}}\right)\right] d y+g(0) \int_{-\eta}^{\eta} \frac{\hat{z} \times\left(\hat{\rho}_{2}-\hat{\rho}_{1}\right)}{\rho^{2}} d y \tag{C6}
\end{align*}
$$

where
$\rho=\left(\delta^{2}+y^{2}\right)^{1 / 2}, \quad \hat{\rho}_{1}=(\delta \hat{y}+y \hat{y}) \rho^{-1}, \quad \hat{\rho}_{2}=(-\delta \hat{x}+y \hat{y}) \rho^{-1}$.
In order to estimate (C6) the following information is needed. With $K$ symbolizing from now on a generic constant,

$$
\begin{align*}
& \left|\frac{1}{R_{1}}-\frac{1}{R_{2}}\right|=\frac{\left|R_{2}^{2}-R_{1}^{2}\right|}{R_{1} R_{2}\left(R_{1}+R_{2}\right)} \leqslant K \frac{\delta^{2}\left(\delta^{2}+y^{2}\right)}{\rho^{3}} \leqslant K \delta,  \tag{C8}\\
& \left|\frac{1}{R_{1}^{3}}-\frac{1}{R_{2}^{3}}\right|=\left|\frac{1}{R_{1}}-\frac{1}{R_{2}}\right|\left|\frac{1}{R_{1}^{2}}+\frac{1}{R_{1} R_{2}}+\frac{1}{R_{2}^{2}}\right| \leqslant K \frac{\delta}{\rho^{2}} \tag{C9}
\end{align*}
$$

These inequalities follow from (C2), (C3) and the properties of $f$ as described by (21) and (22). Similarly, ${ }^{13}$ if $\hat{n}$ and $\hat{n}^{\prime}$ are unit normals on the portion of $S$ under consideration, then

$$
\begin{equation*}
\left|\hat{n}-\hat{n}^{\prime}\right| \leqslant K\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, \tag{Cl0}
\end{equation*}
$$

where $r$ and $r^{\prime}$ are the position vectors to the normals. Moreover, by the mean value theorem, the $z$ component, $n_{1 z}$ and $n_{2 z}$, of $\hat{n}_{1}$ and $\hat{n}_{2}$ can be written in the form

$$
\begin{equation*}
n_{1 z}(-\delta)=1+n_{1 z}^{\prime}\left(-\delta_{1}\right) \delta, \quad-\delta<-\delta_{1}<0, \quad n_{2 z}(\delta)=1-n_{2 z}^{\prime}\left(\delta_{2}\right) \delta, \quad 0<\delta_{2}<\delta, \tag{Cl1}
\end{equation*}
$$

with the prime denoting differentiation.
By (C5) the first factor of the first integral, $I_{11}$, of (C6) satisfies the inequality

$$
\begin{equation*}
|g(y)-g(0)| \leqslant K|y| \tag{C12}
\end{equation*}
$$

while, from (C8)-(C11), the terms of the second factor are bounded by

$$
\begin{equation*}
\frac{\left|n_{2 x}[f(0, y)-f(\delta, 0)]\right|}{R_{2}^{3}} \leqslant \frac{K \delta}{\rho}, \quad \frac{\left|n_{2 y}[f(0, y)-f(\delta, 0)]\right|}{R_{2}^{3}} \leqslant \frac{K \delta}{\rho}, \quad \frac{\left|n_{2 x} y+n_{2 y} \delta\right|}{R_{2}^{3}} \leqslant \frac{K \delta}{\rho} \tag{C13}
\end{equation*}
$$

$\left|y\left(\frac{n_{2 z}}{R_{2}^{3}}-\frac{n_{1 z}}{R_{1}^{3}}\right)\right| \leqslant K \frac{\delta}{\rho^{2}}, \quad \delta\left|\frac{n_{2 z}}{R_{2}^{3}}+\frac{n_{1 z}}{R_{1}^{3}}\right| \leqslant K \frac{\delta}{\rho^{3}}$.
The same inequalities hold for the terms involving $\hat{n}_{1}$ and $R_{1}$. This practice of making statements only at the point $r_{2}$ (with the understanding that analogous ones hold at $\mathbf{r}_{1}$ ) will continue to the end of the Appendix. From the last three statements

$$
\begin{equation*}
\left|\mathbf{I}_{11}\right| \leqslant K \delta \int_{-\eta}^{\eta} \frac{d y}{\rho^{2}}=2 K \tan ^{-1}\left(\frac{\eta}{\delta}\right) \underset{\delta \rightarrow 0}{\rightarrow} K \pi . \tag{C15}
\end{equation*}
$$

$\mathrm{By}(\mathrm{Cl} 3)$ and the inequality

$$
\begin{equation*}
\left|\frac{y\left(1-n_{2 z}\right)}{R_{2}^{3}}\right|=\left|\frac{y n_{2 z}^{\prime}\left(\delta_{2}\right) \delta}{R_{2}^{3}}\right| \leqslant K \frac{\delta}{\rho^{2}} \tag{C16}
\end{equation*}
$$

the second integral in (C6) behaves as the one in (C15). Moreover, since

$$
\begin{equation*}
\frac{\hat{z} \times \hat{R}_{2}}{R_{2}^{2}}-\frac{\hat{z} \times \hat{\rho}_{2}}{\rho^{2}}=-(y \hat{x}+\delta \hat{y})\left(\frac{1}{R_{2}^{3}}-\frac{1}{\rho^{3}}\right) \tag{C17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{1}{R_{2}^{3}}-\frac{1}{\rho^{3}}\right| \leqslant \frac{K}{\rho} \tag{C18}
\end{equation*}
$$

the third integral in (C6) also has the same behavior.
The last integral, $I_{14}$, in (C6) can be computed explicitly,

$$
\begin{equation*}
\mathbf{I}_{14}=-\hat{y} 2 \delta \int_{-\eta}^{\eta} \frac{d y}{\left(\delta^{2}+y^{2}\right)^{3 / 2}}=-\hat{y} \frac{4 \eta}{\delta\left(\delta^{2}+\eta^{2}\right)^{1 / 2}} \tag{C19}
\end{equation*}
$$

so that, together with (C15) and the subsequent discussion,

$$
\begin{equation*}
\mathbf{I}_{1}=(\hat{x}+\hat{z}) O(1)+\hat{y} O\left(\delta^{-1}\right), \quad \delta \rightarrow o^{+}, \tag{C20}
\end{equation*}
$$

which completes the proof of (36).
The next limit to be computed is the second one in (33)
which is

$$
\begin{align*}
I_{2}= & \int_{-\eta}^{\eta} g(y)\left(\frac{\hat{n}_{2} \cdot \hat{R}_{2}}{R_{2}^{2}}-\frac{\hat{n}_{1} \cdot \hat{R}_{1}}{R_{1}^{2}}\right) d y \\
= & \int_{-\eta}^{\eta}[g(y)-g(0)]\left(\frac{\hat{n}_{2} \cdot \hat{R}_{2}}{R_{2}^{2}}-\frac{\hat{n}_{2} \cdot \hat{R}_{1}}{R_{1}^{2}}\right) d y+g(0) \int_{-\eta}^{\eta}\left(\frac{n_{2 x} R_{2 x}+n_{2 y} R_{2 y}}{R_{2}^{3}}-\frac{n_{1 x} R_{1 x}+n_{1 y} R_{1 y}}{R_{1}^{3}}\right) d y \\
& +g(0) \int_{-\eta}^{\eta}\left(\frac{n_{2 z} R_{2 z}}{R_{2}^{3}}-\frac{n_{1 z} R_{1 z}}{R_{1}^{3}}\right) d y \tag{C21}
\end{align*}
$$

where $g$ is defined in (C5). By writing

$$
\begin{align*}
\frac{\hat{n}_{2} \cdot \hat{R}_{2}}{R_{2}^{2}}-\frac{\hat{n}_{1} \cdot \hat{R}_{1}}{R_{1}^{2}}=-\delta & \delta\left(\frac{n_{2 x}}{R_{2}^{3}}+\frac{n_{1 x}}{R_{1}^{3}}\right)+y\left(\frac{n_{2 y}}{R_{2}^{3}}-\frac{n_{1 y}}{R_{1}^{3}}\right) \\
& +\frac{n_{2 z}[f(0, y)-f(\delta, 0)]}{R_{2}^{3}}-\frac{n_{1 z}[f(0, y)-f(-\delta, 0)]}{R_{1}^{3}} \tag{C22}
\end{align*}
$$

it can be readily shown that each of the first two terms as well as the combination of the last two are bounded, in absolute value, by $K \delta / \rho^{2}$; hence, the first integral, $I_{21}$, on the right-hand side of ( C 21 ) is bounded by

$$
\begin{equation*}
\left|I_{21}\right| \leqslant K \delta \int_{-\eta}^{\eta} \frac{d y}{\left(\delta^{2}+y^{2}\right)^{1 / 2}}=2 K \delta \log \left(\frac{\eta+\left(\delta^{2}+\eta^{2}\right)^{1 / 2}}{\delta}\right)_{\delta \rightarrow 0^{+}}^{\rightarrow} 0 \tag{C23}
\end{equation*}
$$

The second integral, $I_{22}$, in (C21) can be written in the form

$$
\begin{align*}
I_{22}= & \int_{-\eta}^{\eta}\left[\left(n_{2 x} R_{2 x}+n_{2 y} R_{2 y}\right)\left(\frac{1}{R_{2}^{3}}-\frac{1}{\rho^{3}}\right)-\left(n_{1 x} R_{1 x}+n_{1 y} R_{1 y}\right)\left(\frac{1}{R_{1}^{3}}-\frac{1}{\rho^{3}}\right)\right] d y \\
& +\int_{-\eta}^{\eta} \frac{n_{2 x} R_{2 x}+n_{2 y} R_{2 y}-n_{1 x} R_{1 x}-n_{1 y} R_{1 y}}{\rho^{3}} d y \tag{C24}
\end{align*}
$$

Since

$$
\begin{equation*}
\left|n_{2 x} R_{2 x}+n_{2 y} R_{2 y}\right|\left|\frac{1}{R_{2}^{3}}-\frac{1}{\rho^{3}}\right| \leqslant K\left(\delta^{2}+\delta|y|\right) \frac{1}{\rho} \leqslant K \delta \tag{C25}
\end{equation*}
$$

the first integral on the right of (C24) is of $O(\delta)$. The second integral, $I_{222}$, becomes, after substitution of the appropriate components of $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$,

$$
\begin{align*}
I_{222} & =\int_{-\eta}^{\eta} \frac{-\delta\left(n_{2 x}+n_{1 x}\right)+y\left(n_{2 y}-n_{1 y}\right)}{\rho^{3}} d y=-\delta\left(n_{2 x}+n_{1 x}\right) \int_{-\eta}^{\eta} \frac{d y}{\rho^{3}} \\
& =\delta^{2}\left(\frac{f_{x x}\left(\delta_{2}, 0\right)}{\left[1+f_{x}^{2}(\delta, 0)+f_{y}^{2}(\delta, 0)\right]^{1 / 2}}-\frac{f_{x x}\left(-\delta_{1}, 0\right)}{\left[1+f_{x}^{2}(-\delta, 0)+f_{y}^{2}(-\delta, 0)\right]^{1 / 2}}\right) \frac{2 \eta}{\delta^{2}\left(\eta^{2}+\delta^{2}\right)^{1 / 2}} \tag{C26}
\end{align*}
$$

and goes to zero with $\delta$ due the continuity property of the second partials of $f$; thus

$$
\begin{equation*}
I_{22}=o(1), \quad \delta \rightarrow 0^{+} . \tag{C27}
\end{equation*}
$$

The last integral, $I_{23}$, in (C21) can be written in the form

$$
\begin{equation*}
I_{23}=\int_{-\eta}^{\eta}\left(\frac{\left(n_{2 z}-1\right) R_{2 z}}{R_{2}^{3}}-\frac{\left(n_{1 z}-1\right) R_{1 z}}{R_{1}^{3}}\right) d y+\int_{-\eta}^{\eta}\left(\frac{R_{2 z}}{R_{2}^{3}}-\frac{R_{1 z}}{R_{1}^{3}}\right) d y \tag{C28}
\end{equation*}
$$

and, since

$$
\begin{equation*}
\frac{\left|\left(n_{2 z}-1\right) R_{2 z}\right|}{R_{2}^{3}}=\frac{\delta\left|n_{2 z}^{\prime}\left(\delta_{2}\right)[f(0, y)-f(\delta, 0)]\right|}{R_{2}^{3}} \leqslant K \frac{\delta}{\rho} \tag{C29}
\end{equation*}
$$

the first integral in (C28) tends to zero with $\delta$ as in (C23). Moreover, since

$$
\begin{equation*}
\left|\frac{R_{2 z}}{R_{2}^{3}}-\frac{R_{12}}{R_{1}^{3}}\right| \leqslant K \delta+\left|\frac{f(\delta, 0)}{R_{2}^{3}}-\frac{f(-\delta, 0)}{R_{1}^{3}}\right| \tag{C30}
\end{equation*}
$$

and
$\left|\frac{f(\delta, 0)}{R_{2}^{3}}-\frac{f(-\delta, 0)}{R_{1}^{3}}\right| \leqslant K \delta+\frac{|f(\delta, 0)-f(-\delta, 0)|}{\rho^{3}}=K \delta+\frac{\left|f_{x x}\left(\delta_{2}, 0\right)-f_{x x}\left(-\delta_{1}, 0\right)\right|}{2 p^{3}}$,
then the second integral in (C28) behaves as the one in (C26), so that
$I_{23}=o(1), \delta \rightarrow 0^{+}$.
From (C23), (C27), and (C32) it follows that
$I_{2}=o(1), \quad \delta \rightarrow 0^{+}$.
The next limit to be computed is the one in (35) which is

$$
\begin{equation*}
I_{3}=\int_{-\eta}^{\eta} g(y)\left(\frac{\hat{n}_{2} \cdot \hat{n}}{R_{2}}-\frac{\hat{n}_{1} \cdot \hat{n}}{R_{1}}\right) d y \tag{C34}
\end{equation*}
$$

with

$$
\begin{equation*}
g(y)=\hat{q} \cdot \mathbf{H}^{i}\left[1+f_{y}^{2}(0, y)\right]^{1 / 2} \tag{C35}
\end{equation*}
$$

Rewriting $I_{3}$ in the form
$I_{3}=\int_{-\eta}^{\eta} g(y)\left(\frac{n_{2 x} n_{x}+n_{2 y} n_{y}}{R_{2}}-\frac{n_{1 x} n_{x}+n_{1 y} n_{y}}{R_{1}}\right) d y+\int_{-\eta}^{\eta} g(y)\left(\frac{n_{2 z} n_{z}}{R_{2}}-\frac{n_{1 z} n_{z}}{R_{1}}\right) d y$
and noting that

$$
\begin{equation*}
\frac{\left|n_{2 x} n_{x}\right|}{R_{2}} \leqslant K \frac{\delta|y|}{\rho} \leqslant K \delta, \quad \frac{\left|n_{2 y} n_{y}\right|}{R_{2}} \leqslant \frac{K \delta|y|}{\rho} \leqslant K \delta \tag{C37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\left(n_{2 z}-1\right) n_{z}}{R_{2}}-\frac{\left(n_{1 z}-1\right) n_{z}}{R_{1}}+n_{z}\left(\frac{1}{R_{2}}-\frac{1}{R_{1}}\right)\right| \leqslant \delta\left|\frac{n_{2 z}^{\prime}\left(\delta_{2}\right)}{R_{1}}+\frac{n_{1 z}^{\prime}\left(-\delta_{1}\right)}{R_{2}}\right|+\left|\frac{1}{R_{2}}-\frac{1}{R_{1}}\right| \leqslant K \frac{\delta}{\rho} \tag{C38}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
I_{3}=o\left(\delta^{1-\eta}\right), \quad \delta \rightarrow 0^{+}, \quad 0<\gamma<1 \tag{C39}
\end{equation*}
$$

The fourth limit to be computed is the first one in (33), which is

$$
\begin{equation*}
I_{4}=\int_{-\eta}^{\eta} g(y)\left(\frac{\hat{n}_{2} \cdot \hat{q}}{R_{2}}-\frac{\hat{n}_{1} \cdot \hat{q}}{R_{1}}\right) d y \tag{C40}
\end{equation*}
$$

where $\hat{q}$ is defined in (32) and

$$
\begin{equation*}
g(y)=\hat{n} \cdot \mathbf{E}^{i}\left[1+f_{y}^{2}(0, y)\right]^{1 / 2} \tag{C41}
\end{equation*}
$$

By writing $I_{4}$ in a manner analogous to that in (C36) it readily follows that

$$
\begin{equation*}
I_{4}=o\left(\delta^{1-\eta}\right), \quad \delta \rightarrow 0^{+}, \quad 0<\gamma<1 \tag{C42}
\end{equation*}
$$

The fifth limit is the one in (34) which reads

$$
\begin{equation*}
\mathbf{I}_{5}=\int_{-\eta}^{\eta} g(y)\left(\frac{\hat{n}_{2} \times \hat{n}}{R_{2}}-\frac{\hat{n}_{1} \times \hat{n}}{R_{1}}\right) d y \tag{C43}
\end{equation*}
$$

with $g$ defined in (C35). By writing this integral in the form

$$
\begin{align*}
\mathbf{I}_{5}= & \int_{-\eta}^{\eta} g(y)\left\{\frac{\hat{x} n_{2 y} n_{x}-\hat{y} n_{2 x} n_{z}+\hat{z}\left[n_{2 x} n_{y}-n_{2 y} n_{x}\right]}{R_{2}}-\frac{\hat{x} n_{1 y} n_{z}-\hat{y} n_{1 x} n_{z}+\hat{z}\left[n_{1 x} n_{y}-n_{1 y} n_{x}\right]}{R_{1}}\right\} d y \\
& -\hat{x} \int_{-\eta}^{\eta} g(y) n_{y}\left(\frac{n_{2 z}}{R_{2}}-\frac{n_{1 z}}{R_{1}}\right) d y+\hat{y} \int_{-\eta}^{\eta} g(y) n_{x}\left(\frac{n_{2 z}}{R_{2}}-\frac{n_{1 z}}{R_{1}}\right) d y \tag{C44}
\end{align*}
$$

it can be readily shown that the first integral is of $o\left(\delta^{1-\gamma}\right)$ while the last two, by steps similar to those of (C38), are of $O(\delta)$; thus,

$$
\begin{equation*}
\mathbf{I}_{5}=o\left(\delta^{1-\eta}\right), \quad \delta \rightarrow 0^{+}, \quad 0<\gamma<1 . \tag{C45}
\end{equation*}
$$

The last limit to be computed is the first one in (31) which is

$$
\begin{equation*}
\mathbf{I}_{6}=\int_{-\eta}^{\eta} g(y)\left(\frac{\hat{n}_{2} \times \hat{q}}{R_{2}}-\frac{\hat{n}_{1} \times \hat{q}}{R_{1}}\right) d y \tag{C46}
\end{equation*}
$$

with $g$ defined in (C41). Since

$$
\begin{equation*}
\hat{n}_{2} \times \hat{q}=\hat{n}_{2} \times(\hat{t} \times \hat{n})=\hat{t}\left(\hat{n}_{2} \cdot \hat{n}\right)-\hat{n}\left(\hat{t} \cdot \hat{n}_{2}\right), \tag{C47}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathbf{I}_{6}=\int_{-\eta}^{\eta} g(y) \hat{t}\left(\frac{\hat{n}_{2} \cdot \hat{n}}{R_{2}}-\frac{\hat{n}_{1} \cdot \hat{n}}{R_{1}}\right) d y-\int_{-\eta}^{\eta} g(y) \hat{n}\left(\frac{\hat{n}_{2} \cdot \hat{t}}{R_{2}}-\frac{\hat{n}_{2} \cdot \hat{t}}{R_{1}}\right) d y . \tag{C48}
\end{equation*}
$$

Both of these integrals can be treated in a manner analogous to that of (C36); thus

$$
\begin{equation*}
\mathbf{I}_{6}=o\left(\delta^{1-\eta}\right), \quad \delta \rightarrow 0^{+}, \quad 0<\gamma<1 . \tag{C49}
\end{equation*}
$$
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#### Abstract

The five invariants for the time-dependent one-dimensional harmonic oscillator Hamiltonian are constructed. Using the linear transformation to the time-dependent oscillator Hamiltonian, the five invariants for the latter are obtained. The differential operators which generate the dynamical symmetry of this Hamiltonian have the same commutator relations as these of the timeindependent problem. An additional three operators are obtained using the method of extended Lie groups and have the same properties as those for the time-independent problem. Thus the complete dynamical symmetry of the time-dependent problem is the eight-parameter Lie group SL( $3, R$ ).


## 1. INTRODUCTION

In recent years there has been considerable interest in harmonic oscillator systems, both time independent and time dependent. This interest has expressed itself in several ways, especially in the construction of invariants and the determination of symmetry groups for such systems. Different approaches are found in the literature. To some extent these differences follow from different concepts of what is the basic dynamical expression for the oscillator systemNewton's equation(s) of motion, the Lagrangian, or the Hamiltonian. There are differences in the results obtained. To be more precise consider the one-dimensional time-independent harmonic oscillator with equation of motion, Lagrangian, and Hamiltonian, respectively,

$$
\begin{align*}
& \ddot{q}+q=0,  \tag{1.1}\\
& L=\frac{1}{2} \dot{q}^{2}-\frac{1}{2} q^{2},  \tag{1.2}\\
& H=\frac{1}{2} p^{2}+\frac{1}{2} q^{2} \tag{1.3}
\end{align*}
$$

(there is no essential loss of generality in taking the customary $\omega^{2}$ as unity). The application of the Lie theory of extended groups to Eq. (1.1) ${ }^{\text {i }}$ showed that the complete symmetry group was the eight-parameter Lie group $\operatorname{SL}(3, R)$.
Applying Noether's theorem to Eqs. (1.2), Lutzky ${ }^{2}$ obtained a five-parameter subgroup of $\operatorname{SL}(3, R)$ corresponding to two linear and three quadratic constants of the motion. To obtain the additional three-parameter subgroup, Lutzky used the Langrange's equation of motion. The members of this subgroup do not preserve the invariance of the action integral as does a Noether-derived operator, but they do preserve the invariance of the equation of motion since solutions are transformed into solutions. There does not appear to have been a similar treatment for the Hamiltonian (1.3) although for this problem the extension of the results for the Lagrangian (1.2) is particularly obvious.

In considering the time-dependent one-dimensional harmonic oscillator (we restrict ourselves to one dimension to keep the discussion as simple as possible; the extension to higher dimensions is more a matter of algebraic rather than conceptual difficulty), again there have been different approaches. Defining the problem by

$$
\begin{align*}
& \ddot{q}+\omega^{2}(t) q=0  \tag{1.4}\\
& L=\frac{1}{2} \dot{q}^{2}-\frac{1}{2} \omega^{2}(t) q^{2}  \tag{1.5}\\
& H=\frac{1}{2} p^{2}+\frac{1}{2} \omega^{2}(t) q^{2} \tag{1.6}
\end{align*}
$$

Lewis, ${ }^{3}$ applying Kruskal's method ${ }^{4}$ in closed form, constructed an exact invariant which is equally valid for the Lagrangian (1.5) or the Hamiltonian (1.6). This was

$$
\begin{align*}
& I_{L}=\frac{1}{2}\left\{q^{2} / \rho^{2}-(\rho \dot{q}-\dot{\rho} q)^{2}\right\}  \tag{1.7}\\
& I_{H}=\frac{1}{2}\left\{q^{2} / \rho^{2}-(\rho p-\dot{\rho} q)^{2}\right\} \tag{1.8}
\end{align*}
$$

where the suffixes $L$ and $H$ refer to Lagrangian and Hamiltonian formulation, respectively, and $\rho(t)$ is any solution of

$$
\begin{equation*}
\ddot{\rho}+\omega^{2}(t) \rho=\rho^{-3} \tag{1.9}
\end{equation*}
$$

Leach ${ }^{5}$ used the method of time-dependent linear canonical transformations to obtain a form similar to Eq. (1.8) by transforming Eq. (1.6) to (1.3). Lutzky ${ }^{6}$ applied Noether's theorem to the Lagrangian (1.5) to obtain Eq. (1.7).

None of the writers mentioned above has provided a discussion of the symmetry group and invariants of the onedimensional time-dependent harmonic oscillator. In this note we provide such discussion in the context of the Hamiltonian formalism. We start with a simple method for obtaining the five invariants for the Hamiltonian (1.3). Using the linear canonical transformation between Eqs. (1.3) and (1.6) we construct the five invariants of Eq. (1.6) from those of Eq. (1.3). The five corresponding group generators are given. The remaining three operators which leave Newton's equation of motion invariant are also given. It is demonstrated that the operators have the same commutator properties as those for the time-independent problem, hence showing that the time-dependent oscillator also possesses the dynamical symmetry of $\operatorname{SL}(3, R)$.

## 2. THE INVARIANTS OF $H(1.3)$

All manner of polynomial invariants for $H$ (1.3) may be constructed by postulating a general form for the invariant with undertermined coefficients and then using the requirement that, if $I$ is an invariant of $H$,

$$
\begin{equation*}
\frac{d I}{d t}=[I, H]_{\mathrm{PB}}+\frac{\partial I}{\partial t}=0 \tag{2.1}
\end{equation*}
$$

Writing $H$ (1.3) as

$$
\begin{equation*}
H=\frac{1}{2} \mathbf{z}^{T} \mathbf{z} \tag{2.2}
\end{equation*}
$$

where

$$
\mathbf{z}=\left[\begin{array}{l}
q  \tag{2.3}\\
p
\end{array}\right]
$$

a linear invariant, denoted by $I_{1}$, has the form

$$
\begin{equation*}
I_{1}=\mathbf{r}^{T} \mathbf{z} \tag{2.4}
\end{equation*}
$$

in which $\mathbf{r}$ is a coordinate free 2 -vector.
Since the Poisson bracket of two scalars $F$ and $G$ is given by

$$
\begin{equation*}
[F, G]_{\mathrm{PB}}=\left(\frac{\partial F}{\partial \mathrm{z}}\right)^{T} J\left(\frac{\partial G}{\partial \mathrm{z}}\right) \tag{2.5}
\end{equation*}
$$

where $J$ is the $2 \times 2$ symplectic matrix

$$
J=\left[\begin{array}{rr}
0 & 1  \tag{2.6}\\
-1 & 0
\end{array}\right]
$$

Eq. (2.1) is simply

$$
\begin{equation*}
\mathbf{r}^{T} \mathbf{z}+\dot{\mathbf{r}}^{T} J \mathbf{z}=0 . \tag{2.7}
\end{equation*}
$$

Making use of the linear independence of the elements of $\mathbf{z}$, Eq. (2.7) reduces to

$$
\begin{equation*}
\dot{r}_{1}=r_{2}, \quad \dot{r}_{2}=-r_{1}, \tag{2.8}
\end{equation*}
$$

where $r_{1}$ and $r_{2}$ are the elements of $\mathbf{r}$. This Hamiltonian system of first order linear differential equations has a singular point at

$$
\begin{equation*}
r_{1}=0, \quad r_{2}=0 \tag{2.9}
\end{equation*}
$$

This particular solution is trivial in the present context. The general solution of Eq. (2.8) is

$$
\begin{align*}
& r_{1}=a \cos t+b \sin t  \tag{2.10a}\\
& r_{2}=-a \sin t+b \cos t \tag{2.10b}
\end{align*}
$$

in which $a$ and $b$ are arbitrary constants. The general linear invariant of $H(1.3)$ is

$$
\begin{equation*}
I_{1}=(a, b) \mathbf{z} \cos t+(b,-a) \mathbf{z} \sin t . \tag{2.11}
\end{equation*}
$$

If we write the row vector $(a, b)$ as $\mathbf{c}^{T}$, the invariant is

$$
\begin{equation*}
I_{1}=\mathbf{c}^{T}(I \cos t-J \sin t) \mathbf{z} \tag{2.12}
\end{equation*}
$$

i.e., to within a factor of the magnitude of $c, I_{1}$ is the magnitude of the projection of the vector

$$
\begin{equation*}
\mathbf{I}_{1}=(I \cos t-J \sin t) \mathbf{z} \tag{2.13}
\end{equation*}
$$

in the direction of some arbitrary constant vector c. Clearly the basic invariant is $\mathbf{I}_{1}$, whose two linearly independent elements are

$$
\begin{align*}
& I_{11}=q \cos t-p \sin t  \tag{2.14a}\\
& I_{12}=q \sin t+p \cos t \tag{2.14b}
\end{align*}
$$

We observe that the invariant vector $I_{1}$ is simply the position vector of the point on the phase plane occupied by the particle at time $t=0$. The time development of $z$ is given by

$$
\begin{align*}
\mathbf{z} & =(I \cos t+J \sin t) \mathbf{I}_{1}  \tag{2.15a}\\
& =(I \cos t+J \sin t) \mathbf{z}(0) \tag{2.15b}
\end{align*}
$$

which describes a circle of radius $z(0)$ in the phase plane. We
note that

$$
\begin{align*}
& \frac{\partial I_{12}}{\partial t}=I_{11}  \tag{2.16a}\\
& \frac{\partial I_{11}}{\partial t}=-I_{12} \tag{2.16b}
\end{align*}
$$

This indicates that there are only two symmetry mappings associated with the first order invariants, a result which follows from the discussion given by Katzin and Levine. ${ }^{7}$

We could proceed to construct the quadratic invariants of $H(1.3)$ by postulating the form

$$
\begin{equation*}
I_{2}=\frac{1}{2} \mathbf{z}^{T} M \mathbf{z} \tag{2.17}
\end{equation*}
$$

in which $M$ is a $2 \times 2$ coordinate free symmetric matrix, and solving the equation corresponding to Eq. (2.17), viz.,

$$
\begin{equation*}
\mathbf{z}^{T}\left(J M+\frac{1}{2} \dot{M}\right) \mathbf{z}=0 \tag{2.18}
\end{equation*}
$$

For the one-dimensional system being considered here it eventuates that there are only three types of quadratic invariant which are given by the following products of the linear invariants:
$2 I_{21}=I_{11}^{2}+I_{12}^{2}=p^{2}+q^{2}$,
$2 I_{22}=2 I_{11} I_{12}=\left(q^{2}-p^{2}\right) \sin 2 t+2 q p \cos 2 t$,
$2 I_{23}=I_{11}^{2}-I_{12}^{2}=\left(q^{2}-p^{2}\right) \cos 2 t-2 q p \sin 2 t$.
The result is not surprising. Any quadratic form in two variables is a linear combination of the three linearly independent expressions given above and no more than three linearly independent quadratic expression can be formed from two linearly independent variables.

The five invariants which have been obtained here correspond to the five invariants derived by Lutzky in Ref. 2 where he used Noether's theorem to obtain the five Lie group operators and hence the invariants. The slight differences are due to the present writer wishing to keep the form of the invariants related to their physical interpretations. Thus, $I_{11}$ and $I_{12}$ are the initial positions (at time $t=0$ ) in the phase while $I_{21}$ is the Hamiltonian which in this problem is the conserved energy.

We point out that the method outlined here generalizes easily to multidimensional oscillators and that suitable operators may be obtained for the corresponding quantum mechanical problem. ${ }^{8}$ In the latter problem the products are symmetrized, a process which follows naturally if a matrix formulation is used. For the quantum mechanical problem it is convenient to define new operators. They are

$$
\begin{align*}
& A^{ \pm}=2^{-1 / 2}\left\{I_{11} \pm i I_{12}\right\}  \tag{2.20a}\\
& B^{ \pm}=I_{23} \pm i I_{22}  \tag{2.20~b}\\
& C=I_{21} \tag{2.20c}
\end{align*}
$$

The $A$ 's are the time-dependent creation and annihilation operators. We note that in higher dimensional problems there is an additional class of invariants whose elements constitute the angular momentum tensor.

## 3. TRANSFORMATION TO THE TIME-DEPENDENT OSCILLATOR

A canonical transformation of the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} \mathbf{z}^{T} A \mathbf{z} \tag{3.1}
\end{equation*}
$$

to the Hamiltonian

$$
\begin{equation*}
\bar{H}=\frac{1}{2} \overline{\mathbf{z}}^{T} \bar{A} \overline{\mathbf{z}} \tag{3.2}
\end{equation*}
$$

may be accomplished by the linear transformation

$$
\begin{equation*}
\overline{\mathbf{z}}=S \mathbf{z} \tag{3.3}
\end{equation*}
$$

where (cf. Ref. 5)

$$
\begin{align*}
& \dot{S}=J \bar{A} \dot{S}-S J A  \tag{3.4a}\\
& S J S^{T}=J \tag{3.4b}
\end{align*}
$$

The equation (3.4a) arises from the requirement that the description of the time development of the system be equivalent in either the $\mathbf{z}$ or $\overline{\mathbf{z}}$ coordinate system, i.e.,

$$
\begin{equation*}
\dot{\overline{\mathbf{z}}}=J \cdot \frac{\partial \bar{H}}{\partial \overline{\mathbf{z}}}=J \bar{A} S \mathbf{z} \tag{3.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\overline{\mathbf{z}}}=\frac{d(S \mathbf{z})}{d t}=\dot{S} \mathbf{z}+S J A \mathbf{z} \tag{3.5b}
\end{equation*}
$$

The number of arbitrary constants in the general solution of Eq. (3.4a) is reduced by the requirement (3.4b), which is the condition that the transformation be canonical.

For the particular case of the transformation from $H(1.3)$ to $H(1.6)$ we take $H(1.3)$ as $\bar{H}$. The transformation has been shown to bes
$\mathbf{z} \rightarrow \mathbf{z}: \mathbf{z}=R S \mathbf{z}$,
where
$R=\left[\begin{array}{ll}C_{1} \cos W_{1}+C_{2} \cos W_{2}, & -C_{1} \sin W_{1}-C_{2} \sin W_{2} \\ C_{1} \sin W_{1}-C_{2} \sin W_{2}, & C_{1} \cos W_{1}-C_{2} \cos W_{2}\end{array}\right]$,
$S=\left[\begin{array}{cc}\rho^{-1} & 0 \\ -\dot{\rho} & \rho\end{array}\right]$,
and
$W_{1}=\int_{t_{0},}^{t}\left(\rho^{-2}-1\right) d t^{\prime}, \quad W_{2}=\int_{t_{0}}^{t}\left(\rho^{-2}+1\right) d t^{\prime}$,
$\ddot{\rho}+\omega^{2}(t) \rho=\rho^{-3}$,
$C_{1}^{2}-C_{2}^{2}=1$.

## 4. INVARIANTS FOR THE TIME-DEPENDENT OSCILLATOR HAMILTONIAN

As invariance is independent of the coordinate representation, there are five invariants for $H(1.6)$ which are obtained by expressing the invariant derived in section two in terms of the new coordinates. Using the transformation (3.6) with the specific expressions for $R$ and $S$ given by Eqs. (3.7a) and (3.7b), respectively, we have
$I_{11}=(\cosh C+\sinh C)\left\{\rho^{-1} q \cos W-(\rho p-\dot{\rho} q) \sin W\right\}$,
$I_{12}=(\cosh C-\sinh C)\left\{\rho^{-1} q \sin W+(\rho p-\dot{\rho} q) \cos W\right\}$,
$2 I_{21}=\cosh 2 C\left\{\rho^{-2} q^{2}+(\rho p-\dot{\rho} q)^{2}\right\}$
$+\sinh 2 C\left\{\rho^{-2} q^{2}-(\rho p-\dot{\rho} q)^{2} \cos 2 W\right.$

$$
\begin{align*}
& \left.-2 \rho^{-1} q(\rho p-\dot{\rho} q) \sin 2 W\right\}  \tag{4.1c}\\
2 I_{22}= & \rho^{-2} q^{2} \sin 2 W-(\rho p-\dot{\rho} q)^{2} \\
& \times \sin 2 W+2 p^{-1} q(\rho p-\dot{\rho} q) \cos 2 W  \tag{4.1d}\\
2 I_{23}= & \cosh 2 C\left\{\rho^{-2} q^{2} \cos 2 W-(\rho p-\dot{\rho} q)^{2} \cos 2 W\right. \\
& \left.-2 \rho^{-1} q(\rho p-\dot{\rho} q) \sin 2 C\right\} \\
& +\sinh 2 C\left\{\rho^{-2} q^{2}+(\rho p-\dot{\rho} q)^{2}\right\} \tag{4.1e}
\end{align*}
$$

in which we have written

$$
\begin{align*}
& \cosh C=C_{1}, \quad \sinh C=C_{2}  \tag{4.2a}\\
& W=\int_{t_{0}}^{t} \rho^{-2} d t^{\prime} \tag{4.2~b}
\end{align*}
$$

If $C_{2}$ is set at zero, $I_{21}$ is the form of the invariant reported by Lewis. ${ }^{3}$ The general form given above was reported by Leach. ${ }^{5 b}$

We may define a set of invariants independent of $C$ by writing

$$
\begin{align*}
J_{11} & =(\cosh C-\sinh C) I_{11} \\
& =\rho^{-1} q \cos W-(\rho p-\dot{\rho} q) \sin W  \tag{4.3a}\\
J_{12} & =(\cosh C+\sinh C) I_{12} \\
& =\rho^{-1} q \sin W+(\rho p-\dot{\rho} q) \cos W \tag{4.3b}
\end{align*}
$$

$2 J_{21}=2\left(I_{21} \cosh 2 C-I_{23} \sinh 2 C\right)=\rho^{-2} q^{2}(\rho p-\dot{\rho} q)^{2}$,

$$
\begin{align*}
2 J_{22}= & 2 I_{22}  \tag{4.3c}\\
= & \left\{\rho^{-2} q^{2}-(\rho p-\dot{\rho} q)^{2}\right\} \sin 2 W \\
& +2 \rho^{-1} q(\rho p-\dot{\rho} q) \cos 2 W,  \tag{4.3d}\\
2 J_{23}= & 2\left(-I_{21} \sinh 2 C+I_{23} \cosh 2 C\right) \\
= & \left\{\rho^{-2} q^{2}-(\rho p-\dot{\rho} q)^{2}\right\} \cos 2 W \\
& -2 \rho^{-1} q(\rho p-\dot{\rho} q) \sin 2 W \tag{4.3e}
\end{align*}
$$

We note that the Lewis invariant now occurs without a parameter in Eq. (4.3c).

The physical interpretation of some of these invariants is facilitated if we make use of the intermediate Hamiltonian

$$
\begin{equation*}
H^{\prime}=\frac{1}{2} \rho^{-2}\left(p^{\prime 2}+q^{\prime 2}\right) \tag{4.4}
\end{equation*}
$$

which is related to $H(1.6)$ by the canonical transformation

$$
\left[\begin{array}{c}
q^{\prime}  \tag{4.5}\\
p^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
\rho^{-1} & 0 \\
-\dot{\rho} & \rho
\end{array}\right]\left[\begin{array}{l}
q \\
p
\end{array}\right]
$$

Then

$$
\begin{align*}
& J_{11}=q^{\prime} \cos W-p^{\prime} \sin W  \tag{4.6a}\\
& J_{12}=q^{\prime} \sin W+p^{\prime} \cos W  \tag{4.6b}\\
& J_{21}=\frac{1}{2}\left(q^{\prime 2}+p^{\prime 2}\right) \tag{4.6c}
\end{align*}
$$

In the ( $q^{\prime}, p^{\prime}$ ) phase plane, taking $t_{0}=0$,

$$
\begin{equation*}
J_{11}=q^{\prime}(0), \quad J_{12}=p^{\prime}(0) \tag{4.7}
\end{equation*}
$$

The motion of the particle along the phase space trajectory is given by

$$
\left[\begin{array}{c}
q^{\prime}  \tag{4.8}\\
p^{\prime}
\end{array}\right]=\left[\begin{array}{rr}
\cos W & \sin W \\
-\sin W & \cos W
\end{array}\right] \mathbf{J}_{1}
$$

where $\mathbf{J}_{1}$ is defined similarly to $\mathbf{I}_{1}$. This is a circular motion and $J_{21}$ simply represents the constancy of the radius, being half the square of the radius.

Reverting to Eq. (4.3) we may obtain the formal solution for $q$ by eliminating $\rho p-\dot{\rho} q$ from (4.3a) and (4.3b). This is

$$
\begin{equation*}
q=\rho\left(J_{11} \cos W+J_{12} \sin W\right) \tag{4.9}
\end{equation*}
$$

which is of the same form as that given in Ref. 6, Eq. (10).
Finally, we note that only two of the five invariants listed are functionally independent. It seems to us to be natural to select $J_{11}$ and $J_{12}$ as the independent quantities. Then

$$
\begin{align*}
& 2 J_{21}=\left(J_{11}\right)^{2}+\left(J_{12}\right)^{2},  \tag{4.9a}\\
& 2 J_{23}=\left(J_{11}\right)^{2}-\left(J_{12}\right)^{2},  \tag{4.9b}\\
& 2 J_{22}=2 J_{11} J_{12} . \tag{4.9c}
\end{align*}
$$

These relations are the same as those which are found in the time-independent case (cf. Ref. 8).

## 5. OPERATORS OF THE FIVE-PARAMETER SUBGROUP

Now that we have the five invariants for the Hamiltonian of the time-dependent harmonic oscillator it is a simple task to obtain the corresponding differential operators which are the generators of transformations. To facilitate comparison with the time-independent harmonic oscillator as discussed by Lutzky, ${ }^{2}$ we adopt the nomenclature used in that paper. To summarize this, a generator $G$ is given by

$$
\begin{equation*}
G(q, t)=\xi(q, t) \frac{\partial}{\partial t}+\eta(q, t) \frac{\partial}{\partial q} \tag{5.1}
\end{equation*}
$$

and the corresponding invariant, in the Lagrangian formulation, is

$$
\begin{equation*}
\Phi(q, \dot{q}, t)=(\xi \dot{q}-\eta) \frac{\partial L}{\partial \dot{q}}-\xi L+f(q, t) \tag{5.2}
\end{equation*}
$$

In this instance

$$
\begin{equation*}
L(q, \dot{q}, t)=\frac{1}{2} \dot{q}^{2}-\frac{1}{2} \omega^{2}(t) q^{2} \tag{5.3}
\end{equation*}
$$

We may determine $\xi, \eta$ and $f$ from the invariants given by

Eqs. (4.3a)-(4.3c) and we have, replacing $p$ by $\dot{q}$,

$$
\begin{align*}
& \Phi_{1}(q, \dot{q}, t)=-2 J_{22}(q, \dot{q}, t),  \tag{5.4a}\\
& \Phi_{2}(q, \dot{q}, t)=-2 J_{23}(q, \dot{q}, t),  \tag{5.4b}\\
& \Phi_{3}(q, \dot{q}, t)=-2 J_{12}(q, \dot{q}, t),  \tag{5.4c}\\
& \Phi_{4}(q, \dot{q}, t)=2 J_{11}(q, \dot{q}, t)  \tag{5.4d}\\
& \Phi_{5}(q, \dot{q}, t)=2 J_{21}(q, \dot{q}, t) \tag{5.4e}
\end{align*}
$$

The corresponding operators are

$$
\begin{align*}
& G_{1}=\sin 2 W \frac{\partial}{\partial W}+(\rho \dot{\rho} \sin 2 W+\cos 2 W) q \frac{\partial}{\partial q}  \tag{5.5a}\\
& G_{2}=\cos 2 W \frac{\partial}{\partial W}+(\rho \dot{\rho} \cos 2 W-\sin 2 W) q \frac{\partial}{\partial q}  \tag{5.5~b}\\
& G_{3}=\rho \cos W \frac{\partial}{\partial q}  \tag{5.5c}\\
& G_{4}=\rho \sin W \frac{\partial}{\partial q}  \tag{5.5~d}\\
& G_{5}=\frac{\partial}{\partial W}+\rho \dot{\rho} q \frac{\partial}{\partial q}
\end{align*}
$$

We note that if $\omega$ is constant and equal to one, $\rho^{-2}=\omega=1$, $W=t$, and the expressions for the generators are the same as those given by Lutzky Ref. 2, Eqs. (24a)-(24e) for the timeindependent problem. These operators generate a five-parameter Lie group and have the following commutative relations:

$$
\begin{align*}
& {\left[G_{1}, G_{2}\right]=-2 G_{5}, \quad\left[G_{5}, G_{1}\right]=2 G_{2}, \quad\left[G_{2}, G_{5}\right]=2 G_{1},}  \tag{5.6a}\\
& {\left[G_{3}, G_{4}\right]=0}  \tag{5.6b}\\
& {\left[G_{3}, G_{1}\right]=\left[G_{2}, G_{4}\right]=\left[G_{5}, G_{4}\right]=G_{3},}  \tag{5.6c}\\
& {\left[G_{1}, G_{4}\right]=\left[G_{3}, G_{5}\right]=\left[G_{2}, G_{3}\right]=G_{4},} \tag{5.6d}
\end{align*}
$$

which are exactly the same as those for the time-independent problem.

We conclude this section by listing the expressions for $\xi, \eta$, and $f$. The order corresponds to the one to five ordering of the $\Phi$ 's and $G$ 's:

| $\xi(q, t)$ | $\eta(q, t)$ | $f(q, t)$ |
| :--- | :--- | :--- |
| $\rho^{2} \sin 2 W$ | $\frac{\partial}{\partial q}\left\{\frac{1}{2} q^{2}(\rho \dot{\rho} \sin 2 W+\cos 2 W)\right\}$ | $\frac{\partial}{\partial t}\left\{\frac{1}{2} q^{2}(\rho \dot{\rho} \sin 2 W+\cos 2 W)\right\}$ |
| $\rho^{2} \cos 2 W$ | $\frac{\partial}{\partial q}\left\{\frac{1}{2} q^{2}(\rho \dot{\rho} \cos 2 W-\sin 2 W)\right\}$ | $\frac{\partial}{\partial t}\left\{\frac{1}{2} q^{2}(\rho \dot{\rho} \cos 2 W-\sin 2 W)\right\}$ |
| 0 | $\frac{\partial}{\partial q}\{q \rho \cos W\}$ | $\frac{\partial}{\partial t}\{q \rho \cos W\}$ |
| 0 | $\frac{\partial}{\partial q}\{q \rho \sin W\}$ | $\frac{\partial}{\partial t}\{q \rho \sin W\}$ |
| $\rho^{2}$ | $\frac{\partial}{\partial q}\left\{\frac{1}{2} q^{2} \rho \dot{\rho}\right\}$ | $\frac{\partial}{\partial t}\left\{\frac{1}{2} q^{2} \rho \dot{\rho}\right\}$ |

It should be noted that the $\xi$ 's listed in Eqs. (5.7) are as coefficients of $\partial / \partial t$. In Eq. (5.6), $\partial / \partial W$ is used, the two being related by

$$
\begin{equation*}
\frac{\partial}{\partial W}=\rho^{2} \frac{\partial}{\partial t} \tag{5.8}
\end{equation*}
$$

The appropriate variable to use in the operators in $W$ and not $t$ because $W$ is now the effective time variable. This is most readily seen from the Hamiltonian $H^{\prime}$ introduced in Eq. (4.4). Under the time scale transformation from $t$ to $W$, Hamilton's equations for $H^{\prime}$ are

$$
\begin{equation*}
\frac{d q^{\prime}}{d W}=p^{\prime}, \quad \frac{d p^{\prime}}{d W}=-q^{\prime} \tag{5.9}
\end{equation*}
$$

## 6. OPERATORS OF THE THREE-PARAMETER SUBGROUP

The five invariants obtained in Sec .4 relate to the Ha miltonian. The complete dynamical symmetry of the timedependent oscillator is made up not only of the five corresponding operators, but also any operators which leave the Newtonian equation of motion invariant. These operators, as well as those given in Sec. 5, may be obtained by using the Lie theory of extended groups. This method is quite adequately described in Wulfman and Wybourne (1.b) and it is not proposed to repeat their working. We shall simply summarize the relevant results.

Suppose that the generator $G$ defined by

$$
\begin{equation*}
G=\xi(q, t) \frac{\partial}{\partial t}+\eta(q, t) \frac{\partial}{\partial q} \tag{6.1}
\end{equation*}
$$

is a member of the complete dynamical symmetry group. Its second extension is

$$
\begin{align*}
G^{\prime \prime}= & \xi \frac{\partial}{\partial t}+\eta \frac{\partial}{\partial q}+\left\{\eta_{t}+\left(\eta_{q}-\xi_{t}\right) \dot{q}-\xi_{q} \dot{q}^{2} \xi\right\} \frac{\partial}{\partial \dot{q}} \\
& +\left\{\eta_{t t}+\left(2 \eta_{q t}-\xi_{t t}\right) \dot{q}\right. \\
& +\left(\eta_{q q}-2 \xi_{q t} \dot{q}^{2}-\xi_{q q} \dot{q}^{3}\right. \\
& \left.+\left(\eta_{q}-2 \xi_{t}-3 \dot{q} \xi_{q}\right) \ddot{q}\right\} \frac{\partial}{\partial \ddot{q}} . \tag{6.2}
\end{align*}
$$

If the Newtonian equation of motion is

$$
\begin{align*}
& N(\ddot{q}, \dot{q}, q, t)=0,  \tag{6.3}\\
& G^{\prime \prime} N=0 \tag{6.4}
\end{align*}
$$

since $G$ is a generator of the symmetry group. The requirement that Eq. (6.4) be true whenever Eq. (6.3) is true leads to a set of partial differential equations for $\xi$ and $\eta$.

In the case of the time-dependent harmonic oscillator, Newton's equation is

$$
\begin{equation*}
\ddot{q}+\omega^{2}(t) q=0 \tag{6.5}
\end{equation*}
$$

When $G^{\prime \prime}$ acts on this equation and the resulting differential equations are solved, in addition to the five operators already given, we obtain
$G_{6}=q \frac{\partial}{\partial q}$,
$G_{7}=\rho^{-1} q \sin W \frac{\partial}{\partial W}+\left(\dot{\rho} \sin W+\rho^{-1} \cos W\right) q^{2} \frac{\partial}{\partial q}$,
$G_{8}=\rho^{-1} q \cos W \frac{\partial}{\partial W}+\left(\dot{\rho} \cos W-\rho^{-1} \sin W\right) q^{2} \frac{\partial}{\partial q}$.
(6.6c)

These three operators form a subgroup with the commutation relations

$$
\begin{equation*}
\left[G_{6}, G_{7}\right]=G_{7}, \quad\left[G_{6}, G_{8}\right]=G_{8}, \quad\left[G_{7}, G_{8}\right]=0 \tag{6.7}
\end{equation*}
$$

which are the same as for the time-independent problem.
These three operators also have the same commutator relations with the other five operators as in the time-independent case. They are

$$
\begin{align*}
& {\left[G_{6}, G_{1}\right]=\left[G_{6}, G_{2}\right]=\left[G_{6}, G_{5}\right]=0,}  \tag{6.8a}\\
& {\left[G_{6}, G_{3}\right]=-G_{3}, \quad\left[G_{6}, G_{4}\right]=-G_{4},}  \tag{6.8b}\\
& {\left[G_{7}, G_{1}\right]=-G_{7}, \quad\left[G_{7}, G_{2}\right]=-G_{8},}  \tag{6.8c}\\
& {\left[G_{8}, G_{1}\right]=G_{8}, \quad\left[G_{8}, G_{2}\right]=-G_{7},}  \tag{6.8d}\\
& {\left[G_{7}, G_{3}\right]=-\frac{1}{2}\left(G_{1}+3 G_{6},\right.} \\
& {\left[G_{8}, G_{4}\right]=\frac{1}{2}\left(-G_{1}+3 G_{6}\right),}  \tag{6.8e}\\
& {\left[G_{7}, G_{4}\right]=\frac{1}{2}\left(G_{2}-G_{5}\right),} \\
& {\left[G_{8}, G_{3}\right]=-\frac{1}{2}\left(G_{2}+G_{5}\right),}  \tag{6.8f}\\
& {\left[G_{7}, G_{5}\right]=-G_{8} \quad\left[G_{8}, G_{5}\right]=G_{7} .} \tag{6.8~g}
\end{align*}
$$

Thus we have the result that the complete dynamical symmetry of the time-dependent one-dimensional harmonic oscillator is $\operatorname{SL}(3, R)$.
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Following a suggestion of Hepp and Lieb, it is shown rigorously that the infrared divergences which occur in the problem of thermodynamic stability of a system of atoms (with a finite number of levels) interacting with an ultraviolet-cutoff quantized radiation field are entirely removed upon inclusion of the term in $\mathbf{A}^{2}$ in the Hamiltonian, in the special case where the atoms are placed at the points of a regular lattice.

Since the appearance of the work of Hepp and Lieb, ${ }^{1.2}$ several papers have studied the system of atoms or molecules with a finite number of levels interacting with the quantized radiation field (with an ultraviolet cutoff) from the point of view of statistical mechanics. (See, for instance, Ref. 3 and references given there.) In particular, the influence of the approximations involved in the various studied caricatures of the above mentioned system on the existence or nonexistence of the superradiant phase transition (first found in Ref. 2) was considered in greatest generality in Ref. 3. There it was found that a necessary condition for a phase transition is the removal of either the dipole approximation, or of the limitation to a finite number of modes of the field, or of both.

It seems thus important to study the system without any approximation and, in particular, to take into account the infinite number of modes of the radiation field. The most important result so far in this direction was the proof of thermodynamic stability by Hepp and Lieb in Ref. 2. In their paper they suggested that the infrared divergences which arose in treating this question (and which they ignored, by extra assumptions) would be mitigated by taking into account the term $\mathbf{A}^{2}$ in the Hamiltonian, whose influence on the thermodynamics has, incidently, been studied by several authors ever since. ${ }^{4-7}$ Their suggestion was taken up by Rzazewski and Wodkiewicz in Ref. 8, but their treatment was heuristic in one essential aspect: They ignored the proportionality of the number of modes of the field to the volume, in the thermodynamic limit. ${ }^{9}$ In this note, we prove rigorously that the inclusion of the term $\mathbf{A}^{2}$ not only mitigates but also eliminates the infrared divergences entirely, in the special case where the atoms or molecules are placed at the points of a (regular) lattice.

Let $K$ and $L$ be integers, $\Lambda$ be a parallelepiped in the three-dimensional cubic lattice $\mathbb{Z}^{3}$, given by
$\Lambda \equiv\left\{\mathrm{n} \in \mathbb{Z}^{3}: \quad 0 \leqslant n_{i} \leqslant L-1, \quad i=1,2,3\right\}$,
and $A^{*}$ be the set
$\Lambda^{*} \equiv\left\{\mathbf{K}: K_{j}=(2 \pi / L) n_{j}:\right.$
$n_{j}=-(K L / 2)+1, \ldots, K L / 2 \quad(K L$ even $)$,
or $n_{j}=-\frac{1}{2}(K L-1), \ldots, \frac{1}{2}(K L-1)(K L$ odd $\left.) ; j=1,2,3\right\}$.

If $K=1, \Lambda^{*}$ is the lattice dual to $\Lambda . K$ will play the role of an ultraviolet cutoff. We shall need the relation

$$
\begin{equation*}
\frac{1}{|\Lambda|} \sum_{\mathbf{n} \in \Lambda} e^{\mathbf{K} \cdot \mathbf{n}}=\delta_{\mathbf{K}, 0}, \quad \forall K \in \Lambda^{*} \tag{3}
\end{equation*}
$$

This is proved in the same way as the analogous relation for $K=1$.

Consider a system of $N$ atoms or molecules (which we take, for simplicity of notation, to be two-level and identical) in a cubical box $\Lambda$ [for the moment, not necessarily of the form of Eq. (1)] of volume $V=L^{3}$, interacting with an ultra-violet-cutoff quantized radiation field. The Hamiltonian may be written

$$
\begin{equation*}
H_{\Lambda}\left(\Lambda^{\prime}\right)=\widetilde{H}_{\Lambda}\left(\Lambda^{\prime}\right)+U+T \tag{4}
\end{equation*}
$$

where $T$ is the $N$-particle kinetic energy operator, and $U=U\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$ is the operator of interaction between the atoms (assumed to satisfy conditions such as those mentioned in Ref. 2.) $\widetilde{H}_{A}\left(\Lambda^{\prime}\right)$ describes the remaining part of the system, with $\Lambda$ ' denoting the set of modes of the field occurring in the formal Fourier expansion of the vector potential. The latter is not defined at $K=0$, hence $\Lambda^{\prime}$ must exclude this point, and we shall take

$$
\begin{equation*}
\Lambda^{\prime}=\Lambda^{*}-\{0\} \tag{5}
\end{equation*}
$$

where $\Lambda^{*}$ is the set Eq. (2). Under this condition, the following facts are a direct consequence of the methods of Ref. 2. $H_{A}\left(\Lambda^{\prime}\right)$ is self-adjoint and bounded below on the Hilbert space

$$
\mathscr{H}_{A}=\left(\begin{array}{c}
N \\
i=1 \\
\mathbb{C}_{i}^{2}
\end{array}\right) \otimes \mathscr{F}_{A} \cdot \otimes \mathscr{G}_{A}
$$

where $\mathscr{F}_{A}$, denotes Fock space for the (finite) set of modes in $\Lambda^{\prime}$, and $\mathscr{G}_{A}=L^{2}\left(\Lambda^{N}\right)$. The partition function

$$
\begin{equation*}
Z_{A}\left(\Lambda^{\prime}\right) \equiv \operatorname{tr}_{M_{A}} e^{-\beta H_{A}\left(\Lambda^{\prime}\right)} \tag{6}
\end{equation*}
$$

may be shown to exist and satisfy the bound

$$
\begin{equation*}
Z_{\Lambda}\left(\Lambda^{\prime}\right) \leqslant \widetilde{Z}_{A}\left(\Lambda^{\prime}\right) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{Z}_{\Lambda}\left(\Lambda^{\prime}\right) \equiv 2^{N} \operatorname{tr}_{s,}, \operatorname{tr}_{s,} \int \mathrm{~d} \Omega^{N} \exp \left[-\beta H_{\Lambda}\left(\Lambda^{\prime}, \Omega^{N}\right)\right] \tag{8}
\end{equation*}
$$

above $\Omega^{N}$ is the $N$-fold cartesian product of copies of the unit sphere in $\mathbb{R}^{3}$, with

$$
\begin{align*}
& d \Omega^{N}=\prod_{n \in \Lambda} d \Omega^{\mathbf{n}} \\
& d \Omega^{\mathbf{n}}=\sin \theta^{\mathbf{n}} d \theta^{\mathbf{n}} d \varphi^{\mathbf{n}}, \quad \mathbf{n} \in \Lambda \tag{9}
\end{align*}
$$

$$
H_{\Lambda}\left(\Lambda^{\prime}, \Omega^{N}\right)=\widetilde{H}_{\Lambda}\left(\Lambda^{\prime}, \Omega^{N}\right)+U+T
$$

where $U$ and $T$ are the same operators described before, and

$$
\begin{align*}
& \widetilde{H}_{A}\left(\Lambda^{\prime}, \Omega^{N}\right) \\
& \equiv \sum_{\mathbf{K}, \mathbf{K}^{\prime} \in A} \frac{1}{\left(v_{\mathbf{K}} v_{\mathbf{K}}^{\prime}\right)^{1 / 2}}\left\{\left[v_{\mathbf{K}} \delta_{\mathbf{K}, \mathbf{K}^{\prime}}+2 q_{\mathbf{K}^{\prime}, \mathbf{K}}^{*}\right]\right. \\
&\left.\times a_{\mathbf{K}^{\prime}}^{*} a_{\mathbf{K}}+p_{\mathbf{K}, \mathbf{K}^{\prime}} a_{\mathbf{K}^{\prime}} a_{\mathbf{K}}+p_{\mathbf{K}, \mathbf{K}^{\prime}}^{*} a_{\mathbf{K}}^{*} a_{\mathbf{K}^{\prime}}^{*}\right\} \\
&+\sum_{\mathbf{K} \in A} \frac{1}{\left(v_{\mathbf{K}}\right)^{1 / 2}}\left(r_{\mathbf{K}} a_{\mathbf{K}}+r_{\mathbf{K}}^{*} a_{\mathbf{K}}^{*}\right) \\
&+\epsilon \sum_{\mathbf{n} \in A} s_{\mathbf{n}}^{2}+\sum_{\mathbf{K} \in A} \frac{1}{v_{\mathbf{K}}} q_{\mathbf{K}, \mathbf{K}} \tag{10}
\end{align*}
$$

$\operatorname{In}(10)$,
$r_{\mathbf{K}}=r^{*}{ }_{\mathbf{K}}=\frac{1}{N^{1 / 2}} \sum_{\mathbf{n} \in \boldsymbol{A}}\left[\lambda_{\mathbf{K}, \mathbf{n}} s_{\mathbf{n}}^{+}+\mu_{\mathbf{K} \mathbf{n}} s_{\mathbf{n}}^{--}\right]$,
$\lambda_{\mathrm{K}, \mathbf{n}}=\mu_{-\mathrm{K}, \mathbf{n}}^{*}=\frac{\rho^{1 / 2} e}{2^{1 / 2} m} \int_{\mathbb{R}^{*}} \psi_{u}^{*}(\mathbf{x})$

$$
\begin{equation*}
\times\left(\boldsymbol{\epsilon}_{\mathbf{K}}^{(y)} \cdot \mathbf{p}\right) \psi_{d}(\mathbf{x}) e^{i \mathbf{K} \cdot \mathbf{x}} d^{3} x \tag{12}
\end{equation*}
$$

In the above formulas, $\rho=N / V$ denotes the density, $\epsilon>0$ is the energy difference between the "up" and "down" levels, $\psi_{u}$ and $\psi_{d}$, respectively, are the corresponding wavefunctions, $a_{\mathbf{K}}$ and $a_{\mathbf{K}}^{*}$ are the usual annihilation and creation operators, satisfying $\left[a_{\mathbf{K}}, a_{\mathbf{K}}^{*}\right]=\delta_{\mathbf{K}, \mathbf{K}^{\prime}}$, and $\boldsymbol{v}_{\mathbf{K}}=|\mathbf{K}|$ is the photon energy. Further,

$$
\begin{align*}
& s_{\mathbf{n}}^{2}=\frac{3}{2} \cos \theta_{\mathrm{n}}, \quad s_{\mathbf{n}}^{ \pm}=\frac{3}{2} \sin \theta_{\mathbf{n}} e^{ \pm i \varphi_{\mathbf{n}}}, \\
& p_{\mathbf{K} \mathbf{K} \mathbf{K}^{\prime}} \equiv \frac{e^{2} \rho}{4 m} \frac{1}{N} \sum_{\mathbf{n} \in \Lambda} e^{i\left(\mathbf{K}+\mathbf{K}^{\prime}\right) \cdot \mathbf{n}} \boldsymbol{\epsilon}_{\mathbf{K}}^{(y)} \cdot \mathbf{\epsilon}_{\mathbf{K}^{\prime}}^{(y)},  \tag{13a}\\
& q_{\mathbf{K} \cdot \mathbf{K}^{\prime}} \equiv \frac{e^{2} \rho}{4 m} \frac{1}{N} \sum_{\mathbf{n} \in A} e^{i\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot \mathbf{n}} \boldsymbol{\epsilon}_{\mathbf{K}}^{(y)} \cdot \boldsymbol{\epsilon}_{\mathbf{K}}^{(y)} . \tag{13b}
\end{align*}
$$

We have taken the vector potential polarized along the $y$ axis, for subsequent simplicity. Equation (10) differs from the Hamiltonian considered in Ref. 2 just by addition of the diamagnetic term, proportional to $\mathbf{A}^{2}$.

We now observe that, if we place the atoms at the points of a (regular) lattice, that is, take for $\Lambda$ the set (1), it follows from Eq. (3) that the quantities $p$ and $q$ in Eqs. (13a) and (13b) above simplify to

$$
\begin{align*}
p_{\mathbf{K}, \mathbf{K}^{\prime}} & =\left(e^{2} / 4 m\right) \delta_{\mathbf{K}} \cdot \mathbf{K}^{\prime}  \tag{14a}\\
q_{\mathbf{K}, \mathbf{K}^{\prime}} & =\left(e^{2} / 4 m\right) \delta_{\mathbf{K}, \mathbf{K}^{\prime}} \tag{14b}
\end{align*}
$$

It is this special case that we shall treat subsequently. Note that $\rho=1$ and

$$
\boldsymbol{\epsilon}_{\mathbf{K}}^{(y)} \cdot \boldsymbol{\epsilon}_{+\mathbf{K}}^{(y)}=1 .
$$

(other cases involve other factors which, of course, do not alter the final result.)

Hamiltonian (10) reduces to ( $N=|\Lambda|=L^{3}$ )

$$
\begin{aligned}
& \widetilde{H}_{A}\left(\Lambda^{\prime}, \Omega^{A}\right) \\
&= \sum_{\mathbf{K}<A} v_{\mathbf{K}} a_{\mathbf{K}}^{*} a_{\mathbf{K}}+\epsilon \sum_{\mathbf{n} \in A} s_{\mathbf{n}}^{z} \\
&+\sum_{\mathbf{K} \in A} \frac{1}{\left(v_{\mathbf{K}}\right)^{1 / 2}}\left(r_{\mathbf{K}} a_{\mathbf{K}}+r_{\mathbf{K}}^{*} a_{\mathbf{K}}^{*}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\eta \sum_{\mathbf{k} \cdot A} \frac{1}{v_{\mathbf{K}}}\left(a_{\mathbf{K}} a_{-\mathbf{K}}+a_{\mathbf{K}}^{*} a_{-\mathbf{K}}^{*}\right. \\
& \left.+2 a_{\mathbf{K}}^{*} a_{\mathbf{K}}\right)+\eta \sum_{\mathbf{K} \in \mathcal{A}} \frac{1}{v_{\mathbf{K}}} \tag{15}
\end{align*}
$$

where $\eta \equiv e^{2} / 4 m$. The above Hamiltonian may be diagonalized by a unitary Bogoliubov-type transformation:

$$
\begin{equation*}
b_{\mathbf{K}}=\alpha_{\mathbf{K}} a_{\mathbf{K}}+\beta_{\mathbf{K}} a_{\mathbf{K}}^{*}+\gamma_{\mathbf{K}} \tag{16}
\end{equation*}
$$

Condition $\left[b_{\mathbf{K}}, b_{\mathbf{K}^{\prime}}^{*}\right]=\delta_{\mathbf{K} . \mathbf{K}^{\prime}}$ implies

$$
\begin{equation*}
\left|\alpha_{\mathbf{K}}\right|^{2}-\left|\beta_{\mathbf{K}}\right|^{2}=1, \quad \forall \mathbf{K} \in \Lambda^{\prime} \tag{17}
\end{equation*}
$$

We shall choose the phase factors for each $\mathbf{K}$ such as to ren$\operatorname{der} \alpha_{\mathrm{K}}, \beta_{\mathrm{K}}$, and $\gamma_{\mathrm{K}}$ real.

We now require

$$
\begin{equation*}
\widetilde{H}_{A}\left(\Lambda^{\prime}, \Omega^{\mid A^{\prime}}\right)=\sum_{\mathbf{K}}\left(\omega_{\mathbf{K}} b_{\mathbf{K}}^{*} b_{\mathbf{K}}+\rho_{\mathbf{K}}\right), \tag{18}
\end{equation*}
$$

with $\widetilde{H}$ given by Eq. (15), and $\omega_{\mathbf{K}} \geqslant 0, \rho_{\mathbf{K}}$ real, for all K. From Eqs. (18) and (15), we obtain the following conditions:

$$
\begin{align*}
& \alpha_{\mathbf{K}}=\alpha_{\mathbf{K}}, \quad \beta_{\mathbf{K}}=\beta_{-\mathbf{K}}, \quad \gamma_{\mathbf{K}}=\gamma_{-\mathbf{K}}, \\
& \omega_{\mathbf{K}} \gamma_{\mathbf{K}}\left(\alpha_{\mathbf{K}}+\beta_{\mathbf{K}}\right)=\left(1 / \nu_{\mathbf{K}}^{1 / 2}\right) r_{\mathbf{K}},  \tag{19}\\
& \omega_{\mathbf{K}}\left(\alpha_{\mathbf{K}}^{2}+\beta_{\mathbf{K}}^{2}\right)=\nu_{\mathbf{K}}+\left(2 \eta / \nu_{\mathbf{K}}\right)  \tag{20}\\
& \omega_{\mathbf{K}} \alpha_{\mathbf{K}} \beta_{\mathbf{K}}=\eta / \nu_{\mathbf{K}},  \tag{21}\\
& \omega_{\mathbf{K}}\left(\beta_{\mathbf{K}}^{2}+\gamma_{\mathbf{K}}^{2}\right)+\rho_{\mathbf{K}}=\eta / \nu_{\mathbf{K}} . \tag{22}
\end{align*}
$$

From Eqs. (17), (20), and (21) we obtain $\omega_{\mathrm{K}}, \alpha_{\mathrm{K}}$, and $\beta_{\mathrm{K}}$ :

$$
\begin{aligned}
& \omega_{\mathbf{K}}=\left(v_{\mathbf{K}}^{2}+4 \eta\right)^{1 / 2}, \\
& \alpha_{\mathbf{K}}^{2}=\frac{1}{2}\left(\frac{v_{\mathbf{K}}+2 \eta / \nu_{\mathbf{K}}}{\omega_{\mathbf{K}}}+1\right), \\
& \beta_{\mathbf{K}}^{2}=\frac{1}{2}\left(\frac{\nu_{\mathbf{K}}+2 \eta / \nu_{\mathbf{K}}}{\omega_{\mathbf{K}}}-1\right) .
\end{aligned}
$$

From Eq. (19) we obtain

$$
\gamma_{\mathbf{K}}=\frac{r_{\mathbf{K}}}{\left(v_{\mathbf{K}}\right)^{1 / 2} \omega_{\mathbf{K}}\left(\alpha_{\mathbf{K}}+\beta_{\mathbf{K}}\right)}
$$

whence

$$
\begin{align*}
\rho_{\mathbf{K}}= & \frac{\eta}{v_{\mathbf{K}}}-\frac{\omega_{\mathbf{K}}}{2}\left(\frac{v_{\mathbf{K}}+2 \eta / \nu_{\mathbf{K}}}{\omega_{\mathbf{K}}}-1\right) \\
& -\omega_{\mathbf{K}} \frac{\left|r_{\mathbf{K}}\right|^{2}}{\omega_{\mathbf{K}}\left(v_{\mathbf{K}}^{2}+4 \eta\right)} \\
= & \frac{1}{2}\left(\omega_{\mathbf{K}}-v_{\mathbf{K}}\right)-\frac{\left|r_{\mathbf{K}}\right|^{2}}{v_{\mathbf{K}}^{2}+4 \eta} . \tag{23}
\end{align*}
$$

Cancellation of the term $\eta / \nu_{\mathbf{K}}$ in the last formula is crucial.
The finite volume partition function $Z_{A}$ is defined as the limit (which we shall assume to exist)

$$
\begin{equation*}
Z_{A} \equiv \lim _{A^{\prime} \cdot A^{+}} Z_{A}\left(\Lambda^{\prime}\right) \tag{24}
\end{equation*}
$$

where $\Lambda^{*}$ is the set (2). By Eq. (5), "limit" above means just adjunction of the point $\{0\}$, and the above existence assumption means that we suppose $Z_{A}\left(\Lambda^{\prime}\right)$ to be defined for $\Lambda^{\prime}=\Lambda^{*}$, although formal expressions occurring in it are not.

Proposition: There exists a constant $C>0$ such that

$$
\begin{equation*}
Z_{\Lambda} \leqslant \exp [C|\Lambda|] \tag{25}
\end{equation*}
$$

Proof: Let $E_{A}\left(\Lambda^{\prime}\right)$ denote the ground state energy of $\widetilde{H}_{A}\left(A^{\prime}, \Omega^{|A|}\right)$. By Eqs. (23) and (18),

$$
\begin{equation*}
E_{A}\left(\Lambda^{\prime}\right)=\frac{1}{2} \sum_{\mathbf{K} \in \Lambda^{\prime}}\left(\omega_{\mathbf{K}}-v_{\mathbf{K}}\right)-\sum_{\mathbf{K} \in \Lambda} \frac{\left|r_{\mathbf{K}}\right|^{2}}{v_{\mathbf{K}}^{2}+4 \eta} \tag{26}
\end{equation*}
$$

It follows from Eqs. (7), (24), and a simple argument. [Actually $\widetilde{H}_{A}$ should be as in Eq. (15) but with a factor of $\frac{1}{2}$ multiplying the photon energy term in order that the argument be valid, but this could have been done without affecting our conclusions (Ref. 2, p. 2521).], that (25) would result from the following lower bound:

$$
\begin{equation*}
\lim _{\Lambda^{\cdot} \cdot \Lambda^{*}} E_{\Lambda}\left(\Lambda^{\prime}\right) \geqslant-D|\Lambda|, \text { for some } D \geqslant 0 \tag{27}
\end{equation*}
$$

Now, by Eq. (26)

$$
\begin{align*}
& \lim _{\Lambda^{\prime} \cdot \Lambda^{*}} E_{\Lambda}\left(\Lambda^{\prime}\right)= \frac{1}{2} \\
& \sum_{\mathbf{K} \in \Lambda}\left(\omega_{\mathbf{K}}-v_{\mathbf{K}}\right)  \tag{28}\\
&-\sum_{\mathbf{K} \in \Lambda^{*}} \frac{\left|r_{\mathbf{K}}\right|^{2}}{v_{\mathbf{K}}^{2}+4 \eta}
\end{align*}
$$

The first term at the rhs of Eq. (28) satisfies Eq. (27) with $D=0$. The second term may be treated exactly as in Ref. 2, leading to a proof of Eq. (27). The arguments of Ref. 2 are somewhat simplified here, because the analogs of the functions $h_{i}$ in Ref. 2, p. 2520, decay in the present case faster than any power of $|\mathbf{K}|$ in $\mathbf{K}$-space.

We note, finally, that the transformation from $a_{\mathbf{K}}$ to $b_{\mathbf{K}}$ [given by Eq. (16)] is implemented by an operator which is unitary on $\mathscr{F}_{A^{\prime}}$, but which ceases to exist on the full Fock space, because of vacuum polarization. ${ }^{10}$ For an analysis of the infrared problem in nonrelativistic quantum electrodynamics from the point of view of quantum field theory, see Ref. 11.
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Estimates and iterative processes for calculating the scattering amplitude for $k=0$ are given.

## 1. INTRODUCTION

Consider the problem

$$
\begin{align*}
& \left(H-k^{2}\right) \Psi=\left[-\nabla^{2}+V(x)-k^{2}\right] \Psi=0, \\
& \quad x \in \mathbb{R}^{3}, \quad \Psi=\exp [i k(n, x)]+v,  \tag{1}\\
& \quad v \sim[\exp (i k|x|) /|x|] f(n, v, k), \quad \text { as }|x| \rightarrow \infty, \quad v=x /|x| \tag{2}
\end{align*}
$$

Our main assumptions are $\left(\mathcal{f} \equiv \int_{\mathbf{R}^{3}}\right)$ :
$V(x)=0$ for $|x|>a, \quad \int|V(x)| d x<\infty$,
$k a<1, \quad H>0, \quad V(x) \in L_{\text {loc }}^{2}$.
The problem consists in estimating the scattering amplitude $f(n, v, k)$. The contents of this paper can be summarized as follows:
(1) Two sided estimates for $f$ are obtained;
(2) Iterative process to calculate $f$ is given; the process converges as a geometrical progression:
(3)Hard-core potential is considered;
(4) Some qualitative properties of $f$ are described;
(5) Explicit formula for one-dimensional scattering is given.

## 2. PRELIMINARIES

We start with the equation

$$
\begin{align*}
\Psi(x)= & \exp [i k(n, x)] \\
& -\int \frac{\exp (i k|x-y|)}{4 \pi|x-y|} V(y) \Psi(y) d y \tag{4}
\end{align*}
$$

If $k a \ll 1$ we can write this equation as

$$
\begin{equation*}
\Psi(x)=1-\int \frac{V(y) \Psi(y)}{4 \pi|x-y|} d y \tag{5}
\end{equation*}
$$

the error being $O(k a)$. With the same accuracy we get

$$
\begin{align*}
f(n, v, k) & \equiv f=-(1 / 4 \pi) \int \exp [-i k(v, y)] V(y) \Psi(y) d y \\
& =-(1 / 4 \pi) \int V \Psi d y \tag{6}
\end{align*}
$$

Equation (5) is equivalent to the problem

$$
\begin{equation*}
H \Psi=-\nabla^{2} \Psi+V(x) \Psi=0 \quad \text { in } \quad \mathbb{R}^{3}, \quad \Psi(\infty)=1 \tag{7}
\end{equation*}
$$

[^13]Let $\Psi=1+\varphi$. Then

$$
\begin{align*}
& H \varphi=-\nabla^{2} \varphi+V \varphi=-V, \quad \varphi(\infty)=0  \tag{8}\\
& f=-\frac{1}{4 \pi} \int V d x-\frac{1}{4 \pi} \int V \varphi d y \tag{9}
\end{align*}
$$

In what follows we make use of the following theorem which was formulated and proved in Ref. 1.

Theorem 1: Let $A$ be a linear self-adjoint operator on a Hilbert space $H, D(A)=\operatorname{dom} A, R(A)=$ range $A, f \in R(A)$, $A \varphi=f$. Then the representation

$$
\begin{equation*}
(A \varphi, \varphi)=\max _{g \in D(A)} \frac{|(g, f)|^{2}}{(A g, g)} \tag{10}
\end{equation*}
$$

holds if and only if $A \geqslant 0$, i.e., $(A g, g) \geqslant 0, \forall g \in H$. For $(A g, g)=0$ we define the expression under the sign max as zero.

Remark 1: The "if" part is known, the "only if" part is less obvious. The theorem gives a necessary and sufficient condition for the Schwinger stationary principle to be an extremal principle.

## 3. POSITIVE POTENTIAL

If $V \geqslant 0$ we derive from equations (5) the following equation

$$
\begin{align*}
& (I+B) h=V(x)^{1 / 2}, \\
& B h=\int \frac{V(x)^{1 / 2} V(y)^{1 / 2}}{4 \pi|x-y|} h(y) d y \tag{11}
\end{align*}
$$

where $B \geqslant 0$ in $H=L^{2}\left(\mathbb{R}^{3}\right)$. From (11) and Theorem 1 it follows that

$$
\begin{equation*}
-4 \pi f=\int V^{1 / 2}(x) h(x) d x=\max _{g \in H} \frac{\left(V^{1 / 2}, g\right)^{2}}{(g+B g, g)} \tag{12}
\end{equation*}
$$

where $(h, g)$ denotes the inner product in $H$. Hence

$$
\begin{equation*}
f \leqslant-\frac{1}{4 \pi} \frac{\left|\left(V^{1 / 2}, g\right)\right|^{2}}{(g+B g, g)}, \quad \forall g \in H \tag{13}
\end{equation*}
$$

To obtain a lower bound for $f$ we apply (10) to Eq. (8) and use inequality $H>0$. As a result we get

$$
\begin{equation*}
(-V, \varphi)=\max _{g \in D(H)} \frac{|(g, V)|^{2}}{(H g, g)} \tag{14}
\end{equation*}
$$

From (14) it follows that

$$
\begin{align*}
f \geqslant-\frac{1}{4 \pi} & \int V d x+\frac{|(g, V)|^{2}}{4 \pi(H g, g)} \\
& \forall g \in D(H), \quad H=-\nabla^{2}+V(x) \tag{15}
\end{align*}
$$

Remark 2: Bound (15) was obtained without assumption $V(x) \geqslant 0$. We used only assumption $H>0$.

Another lower bound can be obtained so: Consider the functional

$$
\begin{equation*}
E(g)=\int\left(|\nabla g|^{2}+V g^{2}+2 V g\right) d x \tag{16}
\end{equation*}
$$

defined on $W_{2}^{1}\left(\mathbb{R}^{3}\right)$. Equation (8) is the necessary condition for the minimum of functional (16). Since functional (16) is quadratic, Eq. (8) is also the sufficient condition for minimum of this functional. Hence

$$
\begin{equation*}
E(g) \geqslant E(\varphi)=\int \varphi V d x=-4 \pi f-\int V d x \tag{17}
\end{equation*}
$$

Here we took into account formula ( $g$ ) and the identity

$$
\begin{equation*}
\int\left(|\nabla \varphi|^{2}+V \varphi^{2}+V \varphi\right) d x=0, \quad[\operatorname{see}(8)] \tag{18}
\end{equation*}
$$

From (17) we get

$$
\begin{gather*}
f \geqslant-\frac{1}{4 \pi} \int V d x-\frac{1}{4 \pi} \int\left(|\nabla g|^{2}+V g^{2}+2 V g\right) d x \\
\forall g \in W_{2}^{1}\left(\mathbb{R}^{3}\right) \tag{19}
\end{gather*}
$$

This inequality is similar to the estimation of electrical capacity. ${ }^{2}$ In Ref. 3 an inequality similar to (13) can be found.

## 4. ITERATIVE PROCESS TO CALCULATE $f$

Theorem 2: Equation (11) can be solved by iterative process

$$
\begin{equation*}
h_{n+1}=\gamma h_{n}-q B h_{n}+q V^{1 / 2}(x), \quad h_{0}=q V^{1 / 2}(x) \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\|B\| /(2+\|B\|), \quad q=2 /(2+\|B\|), \tag{21}
\end{equation*}
$$

$\|B\|$ is the norm of the operator $B: L^{2}(D) \rightarrow L^{2}(D)$, $D=\operatorname{supp} V(x)$. If $h=\lim _{n \rightarrow \infty} h_{n}$, then $\left\|h-h_{n}\right\|=O\left(\gamma^{n}\right)$.

Corollary: We can calculate $f$ from the formula

$$
\begin{equation*}
f=-\frac{1}{4 \pi} \lim _{n \rightarrow \infty} \int V^{1 / 2}(x) h_{n}(x) d x \tag{22}
\end{equation*}
$$

Remark 3: It is clear that

$$
\begin{array}{r}
\|B\|^{2} \leqslant \iint[V(x) V(y) d x d y] /\left(16 \pi^{2}|x-y|^{2}\right) \\
\text { so }\|B\| \leqslant\left(\|V\|_{R}\right) /(4 \pi)
\end{array}
$$

where $\|V\|_{R}$ is the Rollnik norm of $V(x)$.
To prove Theorem 2 we denote $I+B=A$, $V^{1 / 2}(x)=\omega(x)$, so that $A h=\omega, h=(I-q A) h+q u$. If we take $q$ as in (21) and set $\gamma=1-q$, we can see that $I-q A \leqslant \max _{1<\lambda<1+\|B\|}(1-q \lambda) \leqslant\|B\| /(2+\|B\|)=\gamma$.
Hence process (20) converges as a geometrical progression with the denominator $\gamma$. Such an iterative process can be found, for example, in Ref. 4.

## 5. ONE-DIMENSIONAL SCATTERING PROBLEM

If $x \in \mathbb{R}^{1}$, we get the following formulas instead of (5) and (6):

$$
\begin{equation*}
\Psi=1+\int \frac{V(y) \Psi(y) d y}{2 i k}, \quad f=\frac{1}{2 i k} \int V \Psi d y . \tag{23}
\end{equation*}
$$

Multiplying by $V$ and integrating we find

$$
\begin{equation*}
F=\frac{\int V d x}{2 i k-\int V d x}, \quad x \in \mathbb{R}^{1} \tag{24}
\end{equation*}
$$

## 6. HARD-CORE POTENTIAL

If $V(x)=\infty$ in a bounded domain $D \in \mathbb{R}^{3}$ with a smooth boundary $\Gamma, a=\operatorname{diam} D, k a<1$, then the solution to problems (1) and (2) can be found in the form

$$
\begin{align*}
v & =\int_{\Gamma} \frac{\exp (i k|x-s|)}{4 \pi|x-s|} \sigma(s) d s  \tag{25}\\
\left.v\right|_{\Gamma} & =-\left.\exp [i k(n, s)]\right|_{k a<1}=-1 \\
f & =\left.\frac{1}{4 \pi} \int_{\Gamma} \exp [-i k(v, s)] \sigma(s) d s\right|_{k a<1} \\
& =\frac{1}{4 \pi} \int_{\Gamma} \sigma(s) d s \tag{26}
\end{align*}
$$

From (25) we get

$$
\begin{equation*}
\int_{\Gamma} \frac{\sigma(s) d s}{4 \pi|t-s|}=-1 \tag{27}
\end{equation*}
$$

Hence $\int_{\Gamma} \sigma(s)=-C$, where $C$ is the electrical capacity of the conductor $D$. Therefore $f=-C / 4 \pi$. In Refs 1 and 2, two sided estimates for $C$ are given. In Ref. 5 an iterative process and approximate analytical formulas to calculate $C$ with the prescribed accuracy were given. In particular, $C \geqslant 4 \pi S^{2} J^{-1}$, where $S=$ meas $\Gamma$,
$J=\int_{\Gamma} \int_{\Gamma}|s-t|^{-1} d s d t$. In many cases the formula $C \simeq 4 \pi S^{2} J^{-1}$ gives an error $\sim 3 \%$ (e.g., in the calculation of the capacity of a parallelepiped of arbitrary shape, of a circle cylinder of arbitrary length). If $R$ and $r$ are the radii of the minimal ball containing $D$ and maximal ball which is contained in $D$, then $r<C<R$. So

$$
\begin{equation*}
-R / 4 \pi \leqslant f \leqslant-r / 4 \pi \tag{28}
\end{equation*}
$$

The Neumann boundary condition and low-frequency electromagnetic wave scattering was considered in Ref. 6.

## 7. MONOTONICITY OF $\Psi$

If $0 \leqslant V_{1} \leqslant V_{2}$, then from (5) and the maximum modulus principle it follows that $\Psi_{1} \geqslant \Psi_{2} \geqslant 0$, where $\Psi_{j}$ corresponds to $V_{j}, j=1,2$. If $V_{1} \leqslant V \leqslant V_{2}, V_{j}=$ const, then $\Psi_{1} \geqslant \Psi \geqslant \Psi_{2} \geqslant 0$, where for $\Psi_{j}$ we can give an explicit formulas since $V_{j}=$ const.

## 8. ALTERNATING POTENTIAL

Because of Remark 2 we must obtain only an upper bound for $f$. We are not going to get the best estimates, but rather to describe a simple method of getting the upper bound and give a simple example. First we note that if $V(x)=V_{+}(x)-V_{-}(x)$, where $V_{+}(x)=V(x)$ if $V(x) \geqslant 0$, $V_{+}(x)=0$ if $V(x)<0, V_{-}(x)=|V(x)|$ if $V(x) \leqslant 0$, $V_{-}(x)=0$ if $V(x)>0$, and $H \equiv-\nabla^{2}-V_{-}(x)$, then $(H g, g) \geqslant\left(H_{-} g, g\right)$. To simplify the study we make additional assumption

$$
\begin{equation*}
H_{-}>0 . \tag{29}
\end{equation*}
$$

Then from (9) and (14) it follows that

$$
\begin{equation*}
f \leqslant-\frac{1}{4 \pi} \int V(x) d x+\max _{g \in D_{(H .}} \frac{|(g, V)|^{2}}{4 \pi\left(H_{-} g, g\right)} \tag{30}
\end{equation*}
$$

To obtain a simple upper bound for $f$ we must estimate ( $H_{\ldots}, g, g$ ) from below. In Ref. 7 the following inequality was proved $\left(\|\|=\|\|_{H=L^{2}\left(\mathbf{R}^{3}\right)}\right)$ :

$$
\begin{equation*}
\left(H_{-} g, g\right) \geqslant\|\nabla g\|^{2}\left(1-\mu_{p}^{-1} N_{p}\right) \tag{31}
\end{equation*}
$$

where

$$
\begin{aligned}
& H_{-}=H_{0}-V_{-}, \quad N_{p}^{p}=\int|y-x|^{2 p-3} V_{-}^{p}(x) d x \\
& p^{\prime}=\frac{p}{p-1}, \quad p>1, \\
& \mu_{p} \equiv \frac{p}{p-1}\left(\frac{4 \pi(p-1) \Gamma^{2}(p)}{\Gamma(2 p)}\right)^{1 / p}
\end{aligned}
$$

$\Gamma(p)$ is Gamma function, and $y \in \mathbb{R}^{3}$ is an arbitrary point. Our assumption concerning $V_{-}$can now be formulated so:
There exist a point $y \in \mathbb{R}^{3}$ and a number $p>1$ such that

$$
\begin{equation*}
N_{p}<\mu_{p} \tag{32}
\end{equation*}
$$

We note that inequality (32) implies (29).
Theorem 3: If inequality (32) holds, then

$$
\begin{equation*}
f \leqslant-\frac{1}{4 \pi} \int V(x) d x+\frac{1}{4 \pi} \int|V(x)| d x \frac{\mu_{p}}{\mu_{p}-N_{p}} . \tag{33}
\end{equation*}
$$

Proof: We have
$\max \frac{|(g, V)|^{2}}{(H g, g)} \leqslant \frac{\int|V| d x \int|V(x)||g|^{2} d x}{\|\nabla g\|^{2}\left(1-\mu_{\rho}^{-1} N_{p}\right)+(V+g, g)}$.
Here we used the inequality (31). Since $H_{0}-V_{-} \geqslant 0$ we have

$$
\begin{equation*}
\|\nabla g\|^{2} \geqslant \int V_{-}|g|^{2} d x \tag{35}
\end{equation*}
$$

Hence the right side of (34) is less than

$$
\begin{align*}
& \int|V| d x \frac{A+B}{c A+B}, \quad A \equiv\left(V_{-} g, g\right)  \tag{36}\\
& B \equiv\left(V_{+} g, g\right), \quad c \equiv 1-\mu_{p}^{-1} N_{p}
\end{align*}
$$

From (32) we conclude that $0<c<1$. Therefore

$$
\begin{equation*}
\frac{A+B}{c A+B} \leqslant \frac{1}{c} \tag{37}
\end{equation*}
$$

From (37), (36), and (34), we get (33).
Remark 4: We could get the upper bound using differ-
ent ways. Here are two examples. If for some $\sigma(x)>0$, $\int|V|^{2} \sigma^{-1}(x) d x \leqslant \infty$ and $(H g, g) \geqslant \int \sigma|g|^{2} d x$, then $\max \left(|(g, V)|^{2}\right) /(H g, g) \leqslant \int|V|^{2} \sigma d x$. This is the first way to get an upper bound for $f$. In Ref. 8 inequality ( $H_{0} g, g$ ) $\geqslant \mu_{q}\left\|r^{(q-3) / 2 q} g\right\|_{L^{2 q}\left(\mathbf{R}^{3}\right)}^{2}$ was used. Connections with Padé approximation were indicated and a very good upper bound for $f$ was obtained. In general any norm $\|\|g\| \mid$ such that
$|(V, g)| \leqslant C_{1}(V)|\| g|| |$ and $(H g, g) \geqslant C_{2}(V)| ||g| \|^{2}$ can beused for obtaining an upper bound for $f$ :

$$
\begin{equation*}
f \leqslant-\frac{1}{4 \pi} \int V d x+\frac{C_{1}^{2}(V)}{4 \pi C_{2}(V)} . \tag{38}
\end{equation*}
$$

Remark 5: If inequality

$$
\begin{equation*}
\left\|H_{0}^{-1} V\right\|_{C\left(\mathbb{R}^{3}\right)} \leqslant b<1 \tag{39}
\end{equation*}
$$

holds, then Eq. (5) can be solved by means of iterative process, $\Psi=\Sigma_{j=0}^{\infty}(-1)^{j}\left(H_{0}^{-1} V\right)^{j}$. In this case we can also get a simple upper bound for $f$ :

$$
\begin{align*}
f= & -\frac{1}{4 \pi} \int V d x+\frac{1}{(4 \pi)^{2}} \iint \frac{V(x) V(y)}{|x-y|} d x d y+\cdots \\
\leqslant & -\frac{1}{4 \pi} \int V d x+\frac{1}{16 \pi^{2}} \iint \frac{V(x) V(y)}{|x-y|} d x d y \\
& +\frac{1}{4 \pi} \int|V| d x \frac{b^{2}}{1-b} \tag{40}
\end{align*}
$$
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# A study of the completeness properties of resonant states 
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#### Abstract

The completeness properties of the discrete set of bound state, virtual states, and resonant states of a Hamiltonian $H$ is investigated, where $H$ describes a system in which a single nonrelativisticspinless particle moves in a central cutoff potential. A limited form of completeness is obtained. It is shown that the convergence of the resulting "completeness series" is very sensitive to the detailed mathematical structure of the potential.


## I. INTRODUCTION

This is the final article of a set of articles ${ }^{1-3}$ in which we examine the completeness properties of the set of all bound states, virtual states and resonant states of a simple quantum mechanical system. Resonant states were first introduced by Gamow ${ }^{4}$ in his study of alpha decay. Later they were employed by Siegert in a derivation of a dispersion formula for nuclear reactions ${ }^{5}$ and by Humblet and Rosenfeld in the formulation of a nuclear reaction theory. ${ }^{6}$ Many of the subsequent papers dealt with the development of a scalar product for resonant and virtual states, ${ }^{7-14}$ with their inclusion in perturbation calculations, ${ }^{11-13}$ with their role in the shell model approach to nuclear reactions ${ }^{11,15,16}$ and with their employment in calculations of cross sections for direct reactions to unbound final states. ${ }^{17,18}$ The completeness properties of these states has received much less attention. Perhaps, the most practical form of a completeness relationship that involves the resonant states is the one given by Berggren. ${ }^{10}$ Starting from the usual completeness relationship consisting of a sum over bound states and an integral over continuum states, Berggren derived his relationship by analytically continuing the integrand of the continuum integral and deforming the path of integration past a finite number of resonance poles. He then separated the resonance and background contributions, obtaining a completeness relationship that involved a sum over the bound states plus a finite set of resonance terms and an integral over the deformed path. By inserting this expansion of the unit operator between the bra and ket of a scalar product, he then ${ }^{19}$ obtained a modified sum rule that includes resonant state contributions. Work of a similar nature has been reported by Berrondo and GarcíaCalderón. ${ }^{20}$

In this article we shall determine the conditions under which matrix elements of the form $\left\langle\psi_{1}\right| P_{a}\left|\psi_{2}\right\rangle$ can be expanded in terms of the infinite but discrete set of bound, virtual and resonant states of a Hamiltonian $H$ describing a system in which a spinless nonrelativistic particle of mass $m$ moves in a central potential $V(r)$ that vanishes for $r>R$. The operator $P_{a}$ in the matrix element is the projection operator defined by

$$
P_{a} \psi(\mathbf{r})=\left\{\begin{array}{cl}
\psi(\mathbf{r}), & \text { if } r \leqslant a,  \tag{1.1}\\
0, & \text { if } r>a .
\end{array}\right.
$$

In Ref. 1 we established the existence of such an expan-

[^14]sion for the particular case in which $V(r)=\lambda \delta(r-R), \psi_{1}(\mathbf{r})$ and $\psi_{2}(\mathbf{r})$ were any pair of $s$-wave eigenfunctions of an infinite square well potential of radius $R$, and the radius parameter $a$ is less than or equal to $R$. Here we shall extend our consideration to include all partial waves and all potentials that vanish beyond the fixed radius $R$ and are reasonably smooth functions of $r$ for $r \leqslant R$. (A precise definition of the class of potentials will be given in Sec. 2.) To derive the expansion of $\left\langle\psi_{1}\right| P_{a}\left|\psi_{2}\right\rangle$ we follow the same procedure employed in Ref. 1. One first determines the conditions under which the Mittag-Leffler expansion of the function
$$
I_{12}(k, a)=\left\langle\psi_{1}\right| P_{a}(E+i \epsilon-H)^{-1} P_{a}\left|\psi_{2}\right\rangle,
$$
is convergent. One then obtains the desired expansion of $\left\langle\psi_{1}\right| P_{a}\left|\psi_{2}\right\rangle$ from a careful examination of $\lim _{E \rightarrow \infty}\left(E I_{12}\right)$. The first step, that of establishing the Mittag-Leffler expansion of $I_{12}$ was carried out in Ref. 2, however, when an attempt was made to complete the study it became clear that the asymptotic forms of the radial wave functions and Jost functions employed in Ref. 2 were inadequate to complete the project, so a detailed calculation of these asymptotic expressions was carried out and the results reported in Ref. 3. To simplify the derivation of the asymptotic formulas, the behavior of the potential near the origin, $r=0$, and near the cutoff radius, $r=R$, was restricted somewhat more than it has been in Ref. 2. On the other hand, some restrictions placed on the behavior of $V(r)$ in the region $0<r<R$ were removed. Consequently, the class of potentials considered in Ref. 3, which we shall again employ in this work, is different from that considered in Ref. 2, and therefore the derivation of the Mittag-Leffler expansion of $I_{12}$ must be repeated.

In Sec. 2 specification of the properties of the potential $V(r)$ and the wavefunction $\psi_{i}(\mathbf{r})$ are given and the conditions for the convergence of the Mittag-Leffler expansion of $I_{12}(k, a)$ are determined. In Sec. 3 the asymptotic form of the terms of the Mittag-Leffler series is examined and convergence is examined in more detail. In Sec. 4 the limiting procedure alluded to above is carried out and the desired "completeness relationship" for the set of resonant, bound and vertical states is obtained. Finally, in Sec. 5, the article is concluded with a discussion of the results.

## 2. MITTAG-LEFFLER EXPANSION

In this section we shall determine the convergence conditions for the Mittag-Leffler expansion of the matrix element

$$
\begin{equation*}
I_{12}(k, a)=\left\langle\psi_{1}\right| P_{a}\left(k^{2}+i \epsilon-H\right)^{-1} P_{a}\left|\psi_{2}\right\rangle, \tag{2.1}
\end{equation*}
$$

where $\psi_{1}$ and $\psi_{2}$ are wavefunctions of the form

$$
\begin{equation*}
\psi_{i}(\mathbf{r})=r^{-1} \chi_{i}(r) Y_{l m}(\hat{\mathbf{r}}) \tag{2.2}
\end{equation*}
$$

$P_{a}$ is the projection operator defined by Eq. (1.1) and $H$ is the single particle Hamiltonian

$$
\begin{equation*}
H=-\nabla^{2}+V(r) \tag{2.3}
\end{equation*}
$$

(We shall take $\hbar^{2} / 2 m=1$ throughout this paper.) It shall be assumed that $V(r)$ is a real central potential that satisfies the following list of properties:
(a) $V(r)=0$ for $r>R$, where $R$ is a fixed positive radius.
(b) Immediately below the cutoff radius, i.e., for
$R(1-\delta) \leqslant r \leqslant R$ with $0<\delta \ll 1, V(r)=[1-(r / R)]^{\sigma}$
$\times P_{0}(1-r / R)$, where $\sigma \geqslant 0$ and $P_{0}(t) \equiv \Sigma_{j=0}^{\infty} v_{j} t^{j}$ is a power series that converges for all $t$ in $[0, \delta]$.
(c) Near the origin, $V(r)=r^{-\gamma} Q_{0}(r)$, where $\gamma<2$ and $Q_{0}(r)=\Sigma_{j=1}^{\infty} \tau_{j} r^{j}$ is a power series that converges for all $r$ in the closed interval $[0, \epsilon R]$ with $0<\epsilon \ll 1$.
(d) $V(r)$ is piecewise continuous and bounded, and all of its derivatives up to order $L \geqslant \sigma+2$ are also piecewise continuous and bounded in the open interval ( $0, R$ ).
(e) $d^{L} V(r) / d r^{L}$ has $n$ points of discontinuity in the open interval ( $0, R$ ). One defines $R_{i}$, with $\epsilon R<R_{1}<R_{2}<\cdots$ $<R_{n}<R(1-\delta)$, to be such a point, and further define $m_{i}$ to be the smallest interger for which $d^{m_{i}} V(r) / d r^{m_{i}}$ is discontinuous at $R_{i}$.
(f) Finite right-and left-hand limits of $d^{L} V(r) / d r^{L}$ are assumed to exist at each of the points $R_{i}$.

Since the states $\psi_{1}$ and $\psi_{2}$ are eigenstates of $\mathbf{L}^{2}$ and $L_{Z}$, and $V(r)$ is a central potential, $I_{12}$ can also be written as
$I_{12}(k, a)=\int_{0}^{a} d r \int_{0}^{a} d r^{\prime} \chi_{1}^{*}(r) G_{l}^{(+)}\left(k ; r, r^{\prime}\right) \chi_{2}\left(r^{\prime}\right)$,
where $G_{l}^{(+)}\left(k ; r, r^{\prime}\right)$ is the $l$ th partial wave component of the full Green's function $\langle\mathbf{r}|\left(k^{2}+i \epsilon-H\right)^{-1}\left|\mathbf{r}^{\prime}\right\rangle$. The Green's function $G_{l}^{(+)}\left(k ; r, r^{\prime}\right)$ can be written ${ }^{21}$

$$
\begin{align*}
& G_{l}^{(+)}\left(k ; r, r^{\prime}\right) \\
& \quad=(-1)^{l+1} k^{\prime} \phi_{l}\left(k, r_{<}\right) f_{l}\left(-k, r_{>}\right) / f_{l}(-k) \tag{2.5}
\end{align*}
$$

where $r_{<}$and $r$, are the lesser and greater, respectively of $r$ and $r^{\prime}$, while $\phi_{l}(k, r)$ and $f_{l}(-k, r)$ are regular and irregular solutions, respectively, of the radial Schrödinger equation

$$
\begin{equation*}
-\frac{d^{2}}{d r^{2}} \psi_{l}+V(r) \psi_{l}+\frac{l(l+1)}{r^{2}} \psi_{l}=k^{2} \psi_{l} \tag{2.6}
\end{equation*}
$$

The regular solution also satisfies the boundary condition as $r \rightarrow 0$ given by

$$
\begin{equation*}
\lim _{-0}(2 l+1)!!r^{-1} \phi_{l}(k, r)=1 \tag{2.7}
\end{equation*}
$$

while the irregular solution satisfies

$$
\begin{equation*}
\lim _{r} e^{i k r} f_{l}(-k, r)=i^{l} \tag{2.8}
\end{equation*}
$$

Finally, $f_{l}(-k)$ is the Jost function defined by

$$
\begin{equation*}
f_{l}(-k)=\lim _{r \rightarrow 0}(-k r)^{l} f(-k, r) /(2 l-1)!! \tag{2.9}
\end{equation*}
$$

To complete the specification of $I_{12}(k, a)$ it shall be assumed that the radial functions $\chi_{i}(r)$, with $i=1$ and 2 , and
all of its derivatives of order $\leqslant L$ are bounded and piecewise continuous for all $0<r<R$, and that near the origin

$$
\begin{equation*}
\chi_{i}(r)=r^{-\xi_{i}} \sum_{n=0}^{\infty} x_{i n} r^{n} \tag{2.10}
\end{equation*}
$$

where the power series converges for all $r$ in the closed interval $[0, \epsilon R]$ with $0<\epsilon<1$, and $\xi_{i}<1 / 2$ for $i=1,2$. Once again, as in the case of $V(r)$, the properties of $\chi_{i}(r)$ are more carefully spelled out in this paper than they were in Ref. 2.

Although the class of functions to which $\chi_{i}(r)$ and $V(r)$ belong are somewhat different in this paper than the corresponding classes of functions in Ref. 2, the arguments used to obtain the general analytic properties of $I_{12}(k, a)$ given in that reference were sufficiently general so that they apply in the present situation as well. Hence, one finds that $I_{12}(k, a)$ is a meromorphic function of $k$ with an infintie number of poles that lie at the zeros of $f_{l}(-k)$. The zeros of $f_{l}(-k)$ in the upper half-plane are restricted to lie at points $i K_{n}$ on the imaginary axis, where $-K_{n}^{2}$ is a bound-state energy. These zeros will be of unit order.

The zeros of $f_{l}(-k)$ in the lower half-plane will be infinite in number, of finite order and symmetrically distributed about the imaginary axis. There may be at most a finite number of zeros along the imaginary axis. The only zero that $f_{l}(-k)$ can have on the real axis will be found at $k=0$. For simplicity, and without appreciable loss of generality, as was explained in Ref. 2, it shall be assumed that all zeros are simple zeros.

The poles of $I_{12}(k, a)$ or equivalently the zeros of $f_{l}(-k)$, shall be ordered as follows: The poles $k_{1}, k_{2}, \cdots k_{N}$ will correspond to the $N$ poles which lie along the imaginary $k$ axis, where $N$ is a finite number. ${ }^{21}$ The poles $k_{n}$ with $n>N$ will correspond to poles in the fourth quadrant of the $k$ plane, so ordered that if $n>m>N$ then either $\left|k_{n}\right|>\left|k_{m}\right|$, or $\left|k_{n}\right|=\left|k_{m}\right|$ and $\left|\operatorname{Im} k_{n}\right|>\left|\operatorname{Im} k_{m}\right|$. The poles in the third quadrant will be labeled by $k_{-n}$ with $n=N+1, N+2, \cdots$. They are related to the fourth quadrant poles by

$$
\begin{equation*}
k_{-n}=-k_{n}^{*} \tag{2.11}
\end{equation*}
$$

Since the location of the poles vary from partial wave to partial wave, they should be labeled by an additional subscript $l$ to identify the partial wave, however, for simplicity this label has been supressed.

We are now in a position to consider the Mittag-Leffler expansion of $I_{12}(k, a)$. The approach shall be the same as the one used in Ref. 2. According to Cauchy's residue theorem. ${ }^{22}$

$$
\begin{align*}
\frac{1}{2 \pi i} \oint_{C_{1 \prime \prime}} & \frac{I_{12}\left(k^{\prime}, a\right) d k^{\prime}}{k^{\prime}-k} \\
& =I_{12}(k, a)+\sum_{n=1}^{N} \frac{\mathscr{R}_{n}(a)}{k_{n}-k} \\
& +\sum_{n=N_{+1}}^{\infty} \sum_{\alpha=1}^{+1} \frac{\mathscr{R}_{\alpha n}(a)}{k_{c n n}-k} \tag{2.12}
\end{align*}
$$

where $m \geqslant N_{0} \gg N, C_{m}$ is a circular path ${ }^{23}$ centered at $k^{\prime}=0$ that encloses all poles $k_{ \pm n}$ with $|n| \leqslant m$, but excludes all other poles, $\mathscr{R}_{ \pm n}$ is the residue of $I_{12}\left(k^{\prime}, a\right)$ at $k^{\prime}=k_{+n}$, and $k$ is a point inside the contour $C_{m}$ at which $I_{12}\left(k^{\prime}, a\right)$ is analytic. $N_{c}$ is an integer that is sufficiently large so that $k_{m}$
assumes its asymptotic form, to be given later, and $\left|k_{n}\right|>\left|k_{j}\right|$ for all $|n|>N_{c}$ and $|j| \leqslant N$. The Mittag-Leffler expansion follows from Eq. (2.12) if one can show that the contour integral on the left-hand side of Eq. (2.12) vanishes as $m$ tends to infinity. For sufficiently large $m,\left|k^{\prime}\right| \geqslant 2|k|$ for every point $k^{\prime}$ on $C_{m}$, and thus

$$
\begin{equation*}
\left|\oint_{C_{i, n}} \frac{I_{12}\left(k^{\prime}, a\right) d k^{\prime}}{k^{\prime}-k}\right| \leqslant 2 \oint_{C_{m}}\left|\frac{I_{12}\left(k^{\prime}, a\right)}{k^{\prime}}\right|\left|d k^{\prime}\right| . \tag{2.13}
\end{equation*}
$$

From the properties of the radial wavefunctions $\chi_{i}(r)$ with $i=1$ and 2 , it can be seen that $\left|\chi_{i}(r)\right|$ is integrable over the interval $0 \leqslant r \leqslant R$. Using this fact and the bounds on $G_{1}{ }^{+)}\left(k ; r, r^{\prime}\right)$ given by Newton, ${ }^{21}$ one can easily show that $\left|I_{12}(k, a) / k\right| \leqslant$ const $\times|k|^{-2}$ for all $k$ on $C_{m}$ with Im $k \geqslant 0$. Hence, the contribution to the contour integral arising from that portion of $C_{m}$ for which $\operatorname{Im} k^{\prime} \geqslant 0$ will vanish as $m \rightarrow \infty$, for any $a \leqslant R$.

Although the changes in the classes of functions to which $\mathcal{X}_{i}(r)$ and $V(r)$ belong, do not produce any important changes in the asymptotic form of $I_{12}(k, a)$ for points in the upper half $k$ plane, the same is not true for points in the lower half $k$ plane. To determine the asymptotic form of $I_{12}(k, a)$ as $k \rightarrow \infty$ with $\operatorname{Im} k<0$, one must first determine the asymptotic forms of $\phi_{l}(k, r), f_{l}(-k, r)$ and $f_{l}(-k)$, as can be seen from Eqs. (2.4) and (2.5). The asymptotic forms of $\phi_{l}(k, r)$ and $f_{i}(-k)$ for the class of potentials being considered were reported in Ref. 3. The techniques employed in that reference to determine the asymptotic form of $\phi_{l}(k, r)$ can also be employed to determine the asymptotic form of $f_{l}(-k, r)$. To illustrate the technique and to define some important functions we shall give a brief derivation of the asymptotic form of $f_{l}( \pm k, r)$ as $k \rightarrow \infty$ in $\mathscr{D}$, where $k \in \mathscr{D}$ if $|k| \geqslant \kappa \geqslant 1$ and $\operatorname{Im}$ $k<0$.

One first constructs a pair of linearly independent solutions to Eq. (2.6) for which the asymptotic form is known in the radial interval $R_{j} \leqslant r \leqslant R_{j+1}$. This construction is repeated until a pair of solutions is obtained for each of the intervals $\left[R_{j}, R_{j+1}\right]$ with $j$ ranging from 0 to $n+2$. The radius $R_{j}$ with $j=1$ to $n$ was defined in the specification of $V(r)$, while the additional radii $R_{n+1}$ and $R_{n+2}$ are defined by

$$
\begin{equation*}
R_{n+1}=R-|k|^{-1} \text { and } R_{n+2}=R, \tag{2.14}
\end{equation*}
$$

and $R_{0}$ will be a radius depending on $|k|$ defined so that $R_{0}$ $\rightarrow 0$ but $|k| R_{0} \gg 1$ as $|k| \rightarrow \infty$, for example one might choose $R_{0}=$ const $\div \ln (|k| R)$ as was done in Ref. 3 or possibly $R_{0}$ $=100(l+1 / 2)^{2}|k|^{-1}$, as in Ref. 2. The general techniques for the construction of the linearly independent auxiliary solutions to Eq. (2.6) can be found in the text by Erdélyi. ${ }^{24}$ The required specialization of those techniques with a few necessary modifications was discussed in Ref. 3. Defining the two independent solutions associated with the interval $\Sigma_{j} \equiv\left[R_{j}, R_{j+1}\right]$ to be $y_{\alpha, j}(k, r)$ with $\alpha= \pm 1$ (note that the angular momentum label has been suppressed), one finds that
$y_{\alpha, j}(k, r)=Y_{j}(\alpha k, r)\left\{1+O\left[\left(k R_{j}\right)^{-x_{j}}\right]\right\}$,
$\frac{d y_{\alpha, j}(k, r)}{d r}=\frac{d Y_{j}(\alpha k, r)}{d r}\left\{1+O\left[\left(k R_{j}\right)^{-x_{j}}\right]\right\}$,
uniformly for all $r$ in $\Sigma_{j}$ and $k$ in $\mathscr{D}$, where

$$
\begin{equation*}
Y_{j}(k, r)=e^{i k r} \sum_{m=0}^{M_{i}} a_{m}^{j}(r) k^{-m} \tag{2.15c}
\end{equation*}
$$

with

$$
\begin{align*}
& a_{0}^{j}(r)=1 \text { for every } j, \text { and }  \tag{2.15d}\\
& \begin{aligned}
\frac{d a_{m}^{j}(r)}{d r}= & (2 i)^{-1}\left[\left\{l(l+1) r^{-2}+V(r)\right\}\right. \\
& \left.\times a_{m-1}^{j}(r)-d^{2} a_{m-1}^{j}(r) / d r^{2}\right]
\end{aligned}
\end{align*}
$$

for all $j$ and $m \geqslant 1$. For the power $X_{j}$ appearing in Eqs. (2.15a) and (2.15b) one has $X_{j}=L$ for $j \leqslant n-1$ and $X_{n}=X_{n+1}$ $=\sigma+2$. For the upper limit of the sum in Eq. (2.15c) one has $M_{j}=L$ for $0 \leqslant j \leqslant n$ and $M_{n+1}=[\sigma]+1$, where $[\sigma]$ is the greatest integer $\leqslant \sigma$. The arbitrary constants of integration that arise when one integrates Eq. (2.15e), to obtain $a_{m}^{j}(r)$ were chosen so that

$$
\begin{equation*}
a_{m}^{n+1}(r)=\int_{\infty}^{r} d r^{\prime} \frac{d a_{m}^{n+1}\left(r^{\prime}\right)}{d r^{\prime}} \tag{2.16a}
\end{equation*}
$$

and $r \geqslant R_{n+1}$ and $1 \leqslant m \leqslant[\sigma]+1$,

$$
\begin{equation*}
a_{m}^{n}(r)=\int_{R_{n}}^{r} d r^{\prime} \frac{d a_{m}^{n}\left(r^{\prime}\right)}{d r^{\prime}} \tag{2.16b}
\end{equation*}
$$

for $r$ in $\Sigma_{n}$ and $[\sigma]+1<m \leqslant L$, and

$$
\begin{equation*}
a_{m}^{j}\left(R_{j+1}\right)=a_{m}^{j+1}\left(R_{j+1}\right), \tag{2.16c}
\end{equation*}
$$

for every $m \leqslant L$ if $0 \leqslant j \leqslant n-1$, and also for $1 \leqslant m \leqslant[\sigma]+1$ if $j=n$.

A number of important properties of the $a_{n}^{j}(r)$ can be determined from Eq. (2.15e) and the properties of $V(r)$ given earlier. ${ }^{3}$ For $0<j<n$, one finds that $a_{n}^{j}(r)$ and all of its derivatives of order $\leqslant L+2-n$ are continuous throughout the open interval ( $R_{j}, R_{j+1}$ ) and are bounded throughout the closed interval $\left[R_{j}, R_{j+1}\right]$. The coefficients $a_{n}^{0}(r)$ and all of its derivatives of order $\leqslant L+2-n$ are continuous for all $r$ for which $R_{0} \leqslant r \leqslant R_{1}$, and satisfy

$$
\begin{equation*}
\left|\frac{d^{m} a_{n}^{0}(r)}{d r^{m}}\right| \leqslant \text { constr }^{-n-m}, \tag{2.17a}
\end{equation*}
$$

for $R_{0} \leqslant r \leqslant R_{1}$. For $j=n$ and $n+1, a_{n}^{j}(r)$ and all of its derivatives of order $\leqslant M_{j}+2-n$ are continuous in the open interval $\left(R_{j}, R_{j+1}\right)$ and satisfy

$$
\begin{equation*}
\left|\frac{d^{m} a_{n}^{j}(r)}{d r^{m}}\right| \leqslant \operatorname{const}\left[1+(1-r / R)^{\sigma+2-m-n}\right] \tag{2.17b}
\end{equation*}
$$

for $R_{j} \leqslant r \leqslant R_{j+1}$.
Since the two solutions $y_{ \pm 1, j}(k, r)$ linearly independent one can write $f_{l}( \pm k, r)$ as a linear combination of the two:

$$
\begin{equation*}
f_{l}(-\beta k, r)=\sum_{\alpha=1}^{+1} A_{\alpha, \beta}^{j}(k) y_{\alpha, j}(k, r), \quad \beta= \pm 1 \tag{2.18a}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{\alpha, \beta}^{j}(k)=\frac{W\left[y_{-\alpha, j}(k, r), f_{l}(-\beta k, r)\right]}{W\left[y_{-\alpha, j}(k, r), y_{\alpha, j}(k, r)\right]} \tag{2.18b}
\end{equation*}
$$

where $W[f(r), g(r)]$ is the Wronskian defined by

$$
W[f(r), g(r)]=f(r) \frac{d g(r)}{d r}-g(r) \frac{d f(r)}{d r}
$$

Since the Wronskians are independent of $r$, they may be evaluated at any convenient point. Clearly the Wronskians involving $y_{\alpha, j}(k, r)$ will be evaluated with $r$ in $\Sigma_{j}$, where the asymptotic expansions given by Eqs. (2.15)-(2.17) are valid. To begin the calculation of the coefficients $A_{\alpha, \beta}^{j}(k, r)$, one observes that ${ }^{21}$

$$
\begin{equation*}
f_{l}(k, r)=w_{l}(k r) \tag{2.19}
\end{equation*}
$$

for all $r \geqslant R$, where $V(r)=0$, and where $w_{l}(k r)$ is a RiccatiHankel function. Using the known analytic form for $w_{l}(k r)$ and its derivative, ${ }^{25}$ one finds that

$$
\begin{align*}
A_{\alpha, \beta}^{n+1}(k)= & W\left[y_{-\alpha, n+1}(k, r), w_{l}(-\beta k r)\right] \\
& \times\left.\left\{W\left[y_{-\alpha, n+1}(k, r), y_{\alpha, n+1}(k, r)\right]\right\}^{-1}\right|_{r=R} \\
= & i^{l}\left\{\delta_{\alpha,+1}\left[1+O\left(k^{-N-2}\right)\right]\right. \\
& \left.+\delta_{\alpha,-1} O\left(k^{-\sigma-2} e^{2 i \beta k R}\right)\right] \tag{2.20}
\end{align*}
$$

with $N=[\sigma]$. Using Eq. (2.18a) with $j=n+1$, together with its derivative with respect to $r$ and the asymptotic forms of $y_{\alpha, n+1}(k, r), d y_{\alpha, n+1}(k, r) / d r$ and $A_{\alpha, n+1}^{n+1}(k)$ given by Eqs. (2.15a), (2.15b), and (2.20), respectively, gives us the asymptotic form of $f_{l}(-\beta k, r)$ and its derivative with respect to $r$ for the range $r=R_{n+1}$ to $R$. This enables us to compute the asymptotic form of $A_{a, \beta}^{n}(k)$ by means of Eq. (2.18) with $r=R_{n+1}$. Continuing this procedure, one finds the asymptotic form of each of the $A_{\alpha, \beta}^{j}(k)$ with $0 \leqslant j \leqslant n$, namely

$$
\begin{align*}
& A_{\alpha, \beta}^{j}(k)=i^{\prime}\left\{\delta _ { \alpha , + 1 } \left[1+\sum_{p=j+1}^{n+1} O\left(k^{-\mu_{p}-2}\right)\right.\right. \\
& \left.+\sum_{j+1} O\left(k^{-\mu_{p}-\mu_{q}-4} \exp \left[2 i \beta k\left(R_{q}-R_{p}\right)\right]\right)\right] \\
& \left.+\delta_{\alpha x,-1} \sum_{j+1 \leqslant p \leqslant n+1} \sum O\left[k^{-\mu_{p}-2} \exp \left(2 i \beta k R_{p}\right)\right]\right\} \tag{2.21}
\end{align*}
$$

where $\mu_{n+1}=[\sigma]$ and $\mu_{j}=\min \left[m_{j}, L-2\right]$ for $j \leqslant n$. Eqs. (2.18a), (2.21), and (2.15) yield the asymptotic forms for $f_{l}( \pm k, r)$ and $d f_{l}( \pm k, r) / d r$ for all points from $R_{0}$ to $R$.
Using the same expansion functions, one finds ${ }^{3}$

$$
\begin{gather*}
\phi_{l}(k, r)=\sum_{\alpha==-1}^{+1} B_{\alpha j}(k) y_{\alpha j}(k, r)  \tag{2.22}\\
B_{\alpha j}(k)= \\
\quad+\frac{1}{2}(i \alpha k)^{-l-1}\left\{1+K_{l}(\alpha k)+O\left(k^{-1} \ln k\right)\right.  \tag{2.23a}\\
\left.\quad \sum_{q=0}^{j} O\left(k^{-\mu_{\varphi}-2} \exp \left[-2 i \alpha k R_{q}\right]\right)\right\},
\end{gather*}
$$

where
$K_{l}(k)=\left\{\begin{array}{cc}\sum_{j=1}^{m}(2 i k)^{j(\gamma-2)} b(l, j) & \text { for } 1<\gamma<2, \\ 0 & \text { for } \gamma \leqslant 1,\end{array}\right.$
and $m=\left[(2-\gamma)^{-1}\right]$. The sum over $q$ is absent in the $j=0$ case. In Ref. 3 it was also shown that
$f_{l}(\mp k)$

$$
\begin{align*}
= & 1+K_{l}(\mp k)+0\left(k^{-1} \ln k\right)+\left[1+K_{l}( \pm k)\right. \\
& \left.+O\left(k^{-1} \ln k\right)\right] \sum_{j=1}^{n+1} A_{j}( \pm i z)^{-\alpha_{j}} \exp \left( \pm i \beta_{j} z\right), \tag{2.24a}
\end{align*}
$$

as $k \rightarrow \infty$ in $\mathscr{D}$, where $z=2 k R$,

$$
\begin{equation*}
\beta_{j}=\frac{R_{j}}{R}, \alpha_{j}=m_{j}+2, A_{j}=(-1)^{t+1}(-R)^{\alpha_{i}} \Delta_{j} \tag{2.24b}
\end{equation*}
$$

for $j=1, n$,
$\beta_{n+1}=1, \alpha_{n+1}=\sigma+2, A_{n+1}=(-1)^{\prime} v_{0} R^{2} \Gamma(\sigma+1)$,
and

$$
\begin{equation*}
\Delta_{j}=\left.\lim _{\epsilon \rightarrow 0+} \frac{d^{m_{j}} V(r)}{d r^{m_{j}}}\right|_{R_{j}-\epsilon} ^{R_{i}+\epsilon} \tag{2.24~d}
\end{equation*}
$$

Since we now have the asymptotic forms of $\phi_{l}(k, r)$, $f_{l}(-k, r)$, and $f_{l}(-k)$ as $k \rightarrow \infty$ with $\operatorname{Im} k<0$, we are in a position to determine a bound on the portion of the integral on the left-hand side of Eq. (2.13) that arises from the segment of $C_{m}$ for which $\operatorname{Im} k^{\prime}<0$. The approach we shall take is identical to that employed in Appendix C of Ref. 2. One first defines $F_{j}(k)$ with $j=1,4$ by

$$
\begin{align*}
& F_{1}(k)=\int_{R_{a}}^{a} d r \int_{R_{n \prime}}^{a} d r^{\prime} \mathscr{F}\left(r, r^{\prime}\right), \\
& F_{2}(k)=\int_{0}^{R_{u}} d r \int_{R_{n}}^{a} d r^{\prime} \mathscr{F}\left(r, r^{\prime}\right), \\
& F_{3}(k)=\int_{R_{a}}^{a} d r \int_{0}^{R_{" \prime}} d r^{\prime} \mathscr{F}\left(r, r^{\prime}\right),  \tag{2.25}\\
& F_{4}(k)=\int_{0}^{R_{u}} d r \int_{0}^{R_{u}} d r^{\prime} \mathscr{F}\left(r, r^{\prime}\right),
\end{align*}
$$

with

$$
\begin{align*}
\mathscr{F}\left(r, r^{\prime}\right)= & (-1)^{l+1} k^{\prime} \chi_{1}^{*}(r) \phi_{l}\left(k, r_{<}\right) f_{l}\left(-k, r_{>}\right) \\
& \times \chi_{2}\left(r^{\prime}\right) / f_{1}(-k) \tag{2.26}
\end{align*}
$$

and $R_{0}=100(l+1 / 2)^{2} /|k|$.
One then has

$$
I_{12}(k, a)=\sum_{i=1}^{4} F_{i}(k)
$$

To obtain bounds on the interior integrals in which $r$ and, or $r^{\prime}$ run from 0 to $R_{0}$, one replaces the functions $f_{l}(-k, r)$ and $\phi_{l}(k, r)$ that appear in the integrand by the bounds on their absolute magnitude given by Newton, ${ }^{21}$ and also replaces $\chi_{1}^{\prime}(r)$ an $\chi_{2}\left(r^{\prime}\right)$ by the following bounds on their absolute magnitudes

$$
\begin{equation*}
\left|\chi_{i}(r)\right|<\text { constr } r^{-5} \text { for } i=1 \text { and } 2, \tag{2.27a}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi=\max \left[\xi_{1}, \xi_{2}\right] \tag{2.27b}
\end{equation*}
$$

This bound follows immediately from the properties of $\chi_{i}(r)$ given earlier. To obtain a bound on the magnitude of the exterior integrals one first divides these integrals into subintegrals over the subsegments $\Sigma_{j}$, then replaces $\phi_{l}(k, r)$ and $f_{l}(-k, r)$ by their asymptotic forms that are valid in $\Sigma_{j}$. The integrand will then be a sum of terms, each proportional to a function of the form $e^{i \beta k r} F(r)$, where $\beta=0, \pm 1$, or $\pm 2$, and $F(r)$ is a bounded function of $r$ which is independent of $k$. If $\beta \neq 0$, one integrates by parts at least one time. If $\beta=0$ one has a suitable expression as it stands. One next sums over $j$ to
obtain the asymptotic form of the exterior integrals and then uses the properties of the functions $\chi_{i}(r)$ and $a_{n}^{j}(r)$ to determine a bound on the absolute magnitudes of the external integrals. After a considerable amount of algebra one finds that there exist positive constants $C$ and $D_{p}, p=1$ to $n+1$, such that for sufficiently large $|k|$

$$
\begin{align*}
\left|I_{12}(k)\right|\left|f_{l}(-k)\right| \leqslant & C|k|^{-1}\left[e^{2|v| q}|k R|^{-2}+1\right. \\
& +\sum_{\rho=1}^{n} D_{p} e^{2|v| R}|k R|^{-\mu_{p}-2} \\
& \left.+D_{n+1} e^{2|v| R}|k R|^{-\sigma-2}\right], \tag{2.28}
\end{align*}
$$

where $v=\operatorname{Im} k<0$. In Ref. 3 the location of those zeros of $f_{l}(-k)$ for which $|k| \rightarrow \infty$ were determined. Such zeros lie in either the third or fourth quadrant of the $k$ plane, and are given by

$$
\begin{align*}
& k_{M}^{j}=(2 R)^{-1}\left[\zeta_{j} M-i \lambda_{j} \ln |M|+O(1)\right]  \tag{2.29a}\\
& \zeta_{j}=2 \pi\left(\beta_{N(j)}-\beta_{N(j-1)}\right)^{-1} \tag{2.29b}
\end{align*}
$$

where the index $M$ takes on all integral values satisfying $|M| \geqslant N_{c, j}$, where $N_{c, j}$ is some large positive integer, and the index $j$ runs from 1 to $\tau \leqslant n+1$. As before, $n$ is the total number of discontinuities of $d^{L} V(r) / d r^{L}$. The constants $\lambda_{j}$ are defined by

$$
\begin{align*}
\lambda_{j} & =\min _{m|m>N(j-1)|}\left(\frac{\alpha_{m}-\alpha_{N(j-1)}}{\beta_{m}-\beta_{N(j-1)}}\right) \\
& =\frac{\alpha_{N(j)}-\alpha_{N(j-1)}}{\beta_{N(j)}-\beta_{N(j-1)}}, \tag{2.30}
\end{align*}
$$

for $j=1$ to $\tau$, where $N(0) \equiv 0$ and $N(j)$ equals the value of $m$ for which the minimum occurs. Note that Eq. (2.30) implies that $N(j)$ increases with $j$ and that $N(\tau)=n+1$. It shall be assumed that Eq. (2.30) has unique solutions for each $j$. (Any degeneracies can be removed by infinitesimal changes in the parameters $\beta_{m}$.) It then follows that $\lambda_{j}<\lambda_{j+1}$ for each $j$ from 1 to $\tau-1$. The two parameters $\alpha_{0}$ and $\beta_{0}$, which are required in Eq. (2.30) when $j=1$, are defined by

$$
\begin{equation*}
\alpha_{0}=\beta_{0}=0 \tag{2.31}
\end{equation*}
$$

Equation (2.29) is an asymptotic expansion in terms of the index $M$. The remainder term $O(1)$ is of zero order in $M$. It should be noted that Eq. (2.29) involves a double index label for the zeros of $f_{l}(-k)$, while the ordering of zeros previously introduced involves only one index. Clearly the transformation from a single label to a double label corresponds to a reordering of the zeros. It will prove convenient to retain the single label form when establishing the conditions for convergence of the Mittag-Leffler expansion of $I_{12}(k, a)$. Once the convergence has been established, further information will be obtained by reordering the resulting infinite sum. The validity of this procedure will be established when it is required. From Eq. (2.29) one sees that a contour plot of the function $\left|f_{l}(-k)\right|^{-1}$ in the right-half $k$ plane would look like a set of $\tau$ mountain ranges, with each range labelled by a fixed value of $j$, with roughly equal spacing between mountains in a given range. Since a zero of $f_{l}(-k)$ corresponds to an infinity of $\left|f_{l}(-k)\right|^{-1}$, the altitudes of these "mountains" are infinity high. However, the contour $C_{m}$ passes between the poles and it can be deformed so that
for each values of $\operatorname{Im} k$ the real value is chosen so that $\left|f_{l}(-k)\right|^{-1}$ is minimized. If this is done it follows that

$$
\begin{equation*}
\left|f_{l}(-k)\right|^{-1} \leqslant C|k|^{\alpha N(j)} \exp \left(-2 \beta_{N(j)}|v| R\right), \tag{2.32}
\end{equation*}
$$

for $k$ on $C_{m}^{j}$, where $C_{m}^{j}$ is that portion of $C_{m}$ for which $\operatorname{Re} k>0$ and

$$
-\lambda_{j+1} \ln (2|k| R) \leqslant 2 R \operatorname{Im} k \leqslant-\lambda_{j} \ln (2|k| R),
$$

with $j=0$ to $\tau-1$. For the segment $C_{m}^{\tau}$ defined to be that part of $C_{m}$ for which $\operatorname{Re} k>0$ and $\operatorname{Im} k<-(2 R)^{-1} \lambda_{\tau}$ $\times \ln (2|k| R)$, one has

$$
\begin{equation*}
\left|f_{l}(-k)\right|^{-1} \leqslant C|k|^{2+}+\sigma^{\exp }(-2|v| R) . \tag{2.33}
\end{equation*}
$$

Using the symmetries of $f_{l}(-k), \dot{f}_{l}(-k, r)$, and $\phi_{l}(-k, r)$ given in Ref. 21, one finds that

$$
\left|I_{12}(k, a) / k\right|=\left|I_{12}\left(-k^{*}, a\right) /\left(-k^{*}\right)\right|,
$$

which implies that the contribution to the integral on the right-hand side of Eq. (2.13) made by the segment of $C_{m}$ lying in the third quadrant exactly equals the contribution from the segment in the fourth quadrant. Hence, one only needs to evaluate the latter contribution. Combining Eqs. (2.13), (2.28), (2.32), and (2.33), and carrying out the resulting integrals, one finds that

$$
\begin{align*}
& \left|\oint_{C_{1, \prime}} \frac{I_{12}\left(k^{\prime}, a\right) d k^{\prime}}{k^{\prime}-k}\right| \\
& \quad \leqslant C \rho_{m}^{-1}+\left.\sum_{j=0}^{\tau-1} \frac{C_{j} \rho_{m}^{\alpha_{v j \prime}+\lambda\left(a / R-\beta_{(j, j}\right)+4}}{a-R_{N(j)}}\right|_{\lambda=i_{j}} ^{\lambda=\lambda_{j+1}} \\
& \quad+C^{\prime} \rho_{m}^{o-\lambda_{+}(1-a / R)-2} \tag{2.34}
\end{align*}
$$

provided that $a<R$, where $\lambda_{0} \equiv 0$ and $\rho_{m}$ is the radius of the circular path $C_{m}$. The first term on the right-hand side of Eq . (2.34) is a bound on the contribution of the integral over the portion of $C_{m}$ that lies in the upper half $k^{\prime}$ plane, the sum on $j$ is a bound on the integral over the segments for which $\operatorname{Im} k$ satisfies

$$
-(2 R)^{-1} \lambda_{\tau} \ln \rho_{m} \leqslant \operatorname{Im} k^{\prime}<0,
$$

and the last term is a bound on the integral over the line segment for which $\operatorname{Im} k^{\prime}<-(2 R)^{-1} \lambda_{\tau} \ln \rho_{m}$. Since $\rho_{m} \rightarrow \infty$ as $m \rightarrow \infty$ the contour integral will vanish as $m \rightarrow \infty$ provided that
$a / R<1$,
$a / R<\beta_{\tau}^{c}=1-(\sigma-2) / \lambda_{\tau}$,
$a / R<\beta_{j}^{c}=\beta_{N(j)}-\left(\alpha_{N(j)}-4\right) / \lambda_{j}, \quad$ if $\alpha_{N(j)} \geqslant 4$, (2.35c)
$a / R<\beta_{j}^{c}=\beta_{N(j)}+\left(4-\alpha_{N(j)}\right) / \lambda_{j+1}, \quad$ if $\alpha_{N(j)} \leqslant 4$.

Employing the definition of $\lambda_{j}$ given by Eq. (2.30) and the fact that $\lambda_{j}, \beta_{N(j)}$, and $\alpha_{N(j)}$ are all positive quantities that increase with $j$, one finds that

$$
\beta_{j}^{c} \geqslant \beta^{c},
$$

for all $j$, where $J$ is the value of $j$ for which $\left|\alpha_{N(j)}-4\right|$ is minimized as $j$ runs from $0-\tau$, i.e.,

$$
\begin{equation*}
\left|\alpha_{N(J)}-4\right|=\min _{0 \leqslant j \leqslant \tau}\left|\alpha_{N(j)}-4\right| . \tag{2.36}
\end{equation*}
$$

Hence the Mittag-Leffler series $I_{12}(k, a)$ converges if Eq.
(2.35a) is satisfied and also

$$
\begin{equation*}
a / R<\beta_{J}^{c} \tag{2.37}
\end{equation*}
$$

with $J$ defined by Eq. (2.36) and $\beta_{j}^{c}$ defined by Eqs. (2.35b)(2.35d).

To help clarify the situation we shall give the convergence conditions for three special cases:
(i) If $\sigma \leqslant 2$, then $\alpha_{N(j)}<4$ for all $j \leqslant \tau$ and $J=\tau$. Equation (2.35b) then yields $\beta_{j}^{c} \geqslant 1$ and the Mittag-Leffler series converges for all $a$ for which Eq. (2.35a) is satisfied.
(ii) If $\alpha_{N(1)}>4$, then either $J=0$ or 1 . In either case $\beta_{j}=4 / \lambda_{1}$ and the series converges for all $a$ for which $a<4 R_{N(1)} / \alpha_{N(1)}$.
(iii) If there exists a $j=J$ for which $\alpha_{N(J)}=4$, which implies that $V(r)$ has a discontinuity in its second derivative at $R_{N(J)}$, then $\beta_{J}^{c}=\beta_{N(J)}$ and the series converges for all $a$ for which $a<R_{N(J)}$.

If all of the derivatives of $V(r)$ up to order $L$ are continuous for $0<r<R$, i.e., the $n=0$ case, then the potential will be a member of the same class of functions examined in Ref. 2. For $\sigma \leqslant 2$, case (i) above applies, which agrees with the result obtained in Ref. 2. For $\sigma>2$, since $n=0$ then $\tau=1$ and $\alpha_{N(\tau)}=\alpha_{N(1)}=\sigma+2$. Thus (ii) holds and the series converges if $a<4 R(2+\sigma)^{-1}$. This also agrees with the result of Ref. 2 in those for which both $\chi_{1}(a)$ and $\chi_{2}(a)$ are nonvanishing. The analysis of Ref. 2 shows that the radius of convergence is extended if either one or both $\chi_{1}$ and $\chi_{2}$ vanish at $a$. This refinement has been ignored in the present derivation. The additional convergence condition $a<\left(3+\sigma_{j}\right) 2 R /(2+\sigma)$ for $j=1,2$ that appeared in Ref. 2 has been eliminated in the present paper by improving the bound on $\left|I_{12}(k, a)\right|$.

In concluding this section, we would like to point out that although we have derived the convergence condition for a particular orbital angular momentum $l$, the covnergence conditions given by Eqs. (2.35a)-(2.35d) or equivalently by Eqs. (2.35a), (2.36), and (2.37) are the same for every $l$.

## 3. DETAILED STUDY OF THE CONVERGENCE OF THE MITTAG-LEFFLER SERIES

When Eqs. (2.35a) and (2.37) are satisfied the MittagLeffler expansion for $I_{12}(k, a)$ converges, so that from Eq. (2.12) one has
$I_{12}(k, a)=\sum_{n=1}^{N} \frac{\mathscr{R}_{n}(a)}{k-k_{n}}+\sum_{n=N+1}^{\infty}\left(\frac{\mathscr{R}_{n}(a)}{k-k_{n}}+\frac{\mathscr{R}_{-n}(a)}{k-k_{-n}}\right)$.
From the definition of $I_{12}(k, a)$, Eq. (2.4), and the relationship of $\phi_{l}(k, r)$ and $f_{l}(-k, r)$ at a zero of $f_{l}(-k)$, one finds that ${ }^{2}$

$$
\begin{align*}
\mathscr{R}_{n}(a) & =\operatorname{Res}\left[I_{12}(k, a), k=k_{n}\right]  \tag{3.2a}\\
& =\frac{\left\langle\chi_{1}\right| P_{a}\left|\Phi_{n}\right\rangle\left\langle\Phi_{-n}\right| P_{a}\left|\chi_{2}\right\rangle}{2 k_{n}},
\end{align*}
$$

where
$\left\langle\chi_{i}\right| P_{a}\left|\Phi_{n}\right\rangle=\left\langle\Phi_{n}\right| P_{a}\left|\chi_{i}\right\rangle^{*}=\int_{0}^{R} d r \chi_{i}^{*}(r) \Phi_{n}(r)$,

$$
\begin{align*}
\Phi_{n}(r)= & 2 k_{n}^{l+1}\left[i f_{l}\left(k_{n}\right) d f_{l}(-k) /\left.d k\right|_{k=k_{n}}\right]^{-1 / 2} \\
& \times \phi_{l}\left(k_{n}, r\right) \tag{3.2c}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi_{-n}(r)=\Phi_{n}^{*}(r) \tag{3.2d}
\end{equation*}
$$

Equations (3.2a)-(3.2c) hold for both positive and negative values of $n$. The wavefunction $\Phi_{n}(r)$ is the usual normalized resonant state wavefunction ${ }^{2,10,11}$ corresponding to the pole at $k_{n}$.

To obtain further insight into the convergence of the Mittag-Leffler expansion and to gain information that will be essential when we examine the completeness properties of the resonance states, we shall determine the asymptotic form of the residues $\mathscr{R}_{ \pm n}(a)$ as $n \rightarrow \infty$. To determine these asymptotic forms one must first construct the asymptotic form of the integral

$$
\begin{equation*}
\mathscr{F}(k, a)=\int_{0}^{a} d r \chi(r) \phi_{l}(k, r) \tag{3.3}
\end{equation*}
$$

in the limit that $|k| \rightarrow \infty$ with $\operatorname{Im} k<0$, where $\chi(r)$ can be any one of the functions $\chi_{1}(r), \chi_{2}(r), \chi_{1}^{*}(r)$, and $\chi_{2}^{*}(r)$. Employing Eqs. (3.2d), (2.22), (2.15a), and (2.15c), one finds that with $r$ in $\Sigma_{j} \equiv\left[R_{j}, R_{j+1}\right]$, the integrand of Eq. (3.3) becomes ${ }^{25}$

$$
\begin{align*}
\chi(r) \phi_{l}(k, r)= & \sum_{\alpha=-1}^{+1} B_{\alpha, j}(k) \chi(r) e^{i \alpha k r} \\
& \times\left\{\sum_{m=0}^{M_{i}} a_{m}^{j}(r)(\alpha k)^{-m}+O\left[\left(k R_{j}\right)^{-X_{j}}\right]\right\} . \tag{3.4}
\end{align*}
$$

From the assumed properties of $\chi_{1}(r)$ and $\chi_{2}(r)$ and the definition of $\chi(r)$ it follows that $d^{L} \chi(r) / d r^{L}$ is piecewise continuous and bounded for $r$ in $(0, R)$. Let us subdivide the segments $\Sigma_{j}$ into subsegments [ $R_{j, \beta,} R_{j, \beta+1}$ ] with $\beta$ ranging from 0 to $\beta(j)$, where $R_{j, 0} \equiv R_{j}, R_{j, \beta(J)+1} \equiv R_{j+1}$ and the $R_{j, \beta}$ with $0<\beta \leqslant \beta(j)$ are the complete set of discontinuities of $d^{L} \chi(r) / d r^{L}$ in $\Sigma_{j}$. From the properties of the expansion coefficients $a_{m}^{j}(r)$ given in Sec. 2 and in Ref. 3, it then follows that the function $F_{j m}=\chi(r) a_{m}^{j}(r)$ is $d_{m}$ times differentiable throughout $\left[R_{j, \beta}, R_{j, \beta+1}\right]$, where

$$
\begin{equation*}
d_{m}=\min [L, L+2-m], \tag{3.5}
\end{equation*}
$$

and that

$$
\begin{equation*}
\left|F_{j m}^{(v)}(r)\right| \leqslant \text { const } \quad \text { for } \quad 1 \leqslant j \leqslant n, \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|F_{0 m}^{(v)}(r)\right| \leqslant \mathrm{const} \times r^{-\xi-m-v}, \tag{3.7}
\end{equation*}
$$

with $\xi$ given by Eq. (2.27b). Hence the $m$ th term in the integral can be evaluated by repeated integration by parts. One obtains

$$
\begin{aligned}
\int_{R_{i, \beta}}^{R_{i, \beta,},} d r & \chi^{*}(r) \phi_{l}(k, r) \\
= & \sum_{\alpha=-1}^{+1} B_{\alpha, j}(k)\left\{\sum_{m=0}^{M_{i}}(i \alpha k)^{-m}\right. \\
& \times\left(-\left.\sum_{v=0}^{d_{m, m}^{\prime}}(-i \alpha k)^{-v-1} e^{i \alpha k r} F_{j m}^{(v)}(r)\right|_{R_{i, k}} ^{R_{i, k}, \prime}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+(i \alpha k)^{-d_{m}} \int_{R_{j, \beta}}^{R_{j, \beta+1}} d r e^{i \alpha k r} F_{j m}^{\left(d_{m}\right)}(r)\right) \\
& \left.+O\left[\left(k R_{j}\right)^{-X_{j}}\left|\int_{R_{j, \beta}}^{R_{j, \beta+1}} d r e^{i \alpha k r} \chi(r)\right|\right]\right\} \tag{3.8}
\end{align*}
$$

Bounds on the two integrals on the right-hand side of Eq. (3.8) can be constructed by using Eqs. (2.27a), (3.6), and (3.7). For the integral from $r=0$ to $R_{0}, \chi(r)$ is replaced by a Born series expansion as was done in evaluating the corresponding "internal" integrals in Refs. 2 and 3. The first term of the resulting series expansion can easily be evaluated and it is seen that the leading $R_{0}$ dependent terms cancel against the leading $R_{0}$ dependent terms of the external integral. The higher order terms are not as easily evaluated but using the techniques of Ref. 3 one finds that

$$
\begin{align*}
\int_{R_{n}}^{0} d r \chi(r) \phi_{l}(k, r)= & k^{-l-2-\xi}\left[\sum_{j=0}^{m} C_{j} k^{j(\gamma-2)}\right. \\
& \left.\left.+O|k|^{-1} \ln |k|\right)\right] \\
& +\left(R_{0} \text { dependent terms }\right) \tag{3.9}
\end{align*}
$$

where $m$ is the greatest integer $\leqslant(2-\gamma)^{-1}$.
If one defines $J$ and $b$ as the values of $j$ and $\beta$ for which $R_{j, \beta} \leqslant a \leqslant R_{j, \beta+1}$, then the external integral consists of a sum over all those subintegrals given by the left-hand side of Eq. (3.8) for which $j$ and $\beta$ satisfy the constraints $R_{j, \beta} \leqslant R_{J, b}$, plus an additional integral of the same form, but with $R_{J, b}$ replacing $R_{j, \beta}$ and $a$ replacing $R_{j, \beta+1}$. Adding the interior integral to the exterior integral, using properties of the amplitudes $B_{\alpha, j}(k)$ given in Ref. 3, gives

$$
\begin{align*}
\int_{0}^{a} d r \phi_{l}(k, r) \chi(k)= & \sum_{\alpha=-1}^{+1}\left(B _ { \alpha , 0 } ( k ) \left\{e^{i \alpha k a} \chi(a)(i \alpha k)^{-1}\right.\right. \\
& -\lim _{\epsilon \rightarrow 0}(i \alpha k)^{-1} \sum_{j, \beta}^{\prime} \exp \left(i \alpha k R_{j, \beta}\right) \\
& \left.\times\left[\chi\left(R_{j, \beta}+\epsilon\right)-\chi\left(R_{j, \beta}-\epsilon\right)\right]\right\} \\
& +(i \alpha k)^{\xi-1} \tilde{B}_{\alpha, 0}(k) \\
& \left.\left.\times\left[1+O|k|^{-1}\right)\right]\right) \tag{3.10}
\end{align*}
$$

where $B_{\alpha, 0}(k)$ was defined in Eq. (2.23) and $\tilde{B}_{\alpha, 0}(k)$ also satisfies an equation of the form (2.23), but with $b(l, j)$ replaced by a new set of constants $\tilde{b}(l, j)$. The prime on the sum over $j$ and $\beta$ indicates that the sum is restricted to those values of $j$ and $\beta$ for which $R_{j, \beta} \leqslant R_{J, b}$. We note that the $R_{0}$ dependence of the interior integral cancels against the $R_{0}$ dependence of the exterior integral, as it clearly must since $R_{0}$ is an arbitrary matching point and both $V(r)$ and $\chi(r)$ are assumed to have derivatives of all order at $R_{0}$.

To complete the evaluation of the residues one needs the asymptotic forms of $f_{l}(k)$ and $d f_{l}(-k) / d k$ and also the asymptotic pole positions. The asymptotic form of $f_{l}(k)$ is given by Eq. (2.24a), the asymptotic form of $d f_{l}(-k) / d k$ evaluated at a zero of $f_{l}(-k)$ is derived in Appendix A and given by Eq. (A6), and finally, the asymptotic form for the pole positions is given by Eq. (2.29). Substituting these asymptotic expressions into the equation for the residue of $I_{12}(k, a)$ at $k=k_{m}^{j}$ and collecting terms yields

$$
\begin{align*}
\mathscr{R}_{m}^{j}(a)\left(k-k_{m}^{j}\right)^{-1}= & \sum_{\kappa} C_{a, \kappa}^{j}(a)\left(i \zeta_{j} M\right)^{\pi j_{k}(a)} \\
& \times \exp \left(i \phi_{\kappa}^{j}(a) M\right) \\
& \times\left[1+O\left(M^{-1} \ln |M|\right)\right] \tag{3.11}
\end{align*}
$$

for every fixed value of $k$ as $|M| \rightarrow \infty$, where the sum on $\kappa$ has a finite number of terms and the amplitudes $C_{\alpha, \kappa}^{j}(a)$, the powers $\pi_{\kappa}^{j}(a)$ and the phase factors $\phi_{\kappa}^{j}(a)$ are each independent of $M$. The indices $\alpha=+1$ and $\alpha=-1$ correspond to $M>0$ and $M<0$, respectively. The derivation also reveals that $\left|C^{j}{ }_{+1, \kappa}(a)\right|=\left|C^{j}{ }_{-1, \kappa}(a)\right|$ for every $\kappa$, and that $C^{j}{ }_{+1, \kappa}(a)=C^{j}{ }_{-1, \kappa}(a)$ for every $\kappa$ for which both $l_{k}$ and $m_{i, \kappa}$ vanish. A more detailed expression for these coefficients is given in Appendix $\mathbf{B}$.

Before we examine Eq. (3.11) in more detail, we address ourselves to a complication touched upon in the previous section, the terms of the Mittag-Leffler series were labelled by a single index $n$, which we associated with the pole $k_{n}$, while our asymptotic expression for the pole positions, and hence for the residue poles, has two labels $j$, which labels the family, and $M$, which labels the various members of the family. It would be extremely difficult and of doubtful value to identify each pole $k_{m}^{j}$ with a pole $k_{n}$. So we shall use a different approach to investigate the convergence properties of the Mittag-Leffler series. Suppose, for the sake of argument, that the pair of infinite sums

$$
\begin{align*}
& S_{+1}^{j} \equiv \sum_{M>0} \mathscr{R}_{M}^{j}\left(k-k_{M}^{j}\right)^{-1} \quad \text { and } \\
& S_{-1}^{j}=\sum_{M>0} \mathscr{R}_{-M}^{j}\left(k-k_{-M}^{j}\right)^{-1}, \tag{3.12}
\end{align*}
$$

converge for each and every $j$ family. Then by the Cauchy condition, ${ }^{27}$ for every $\epsilon>0$ there exists an $N_{\epsilon}$ such that

$$
\left|\sum_{M=k}^{N} \frac{\mathscr{R}^{j}{ }_{ \pm M}}{k-k^{j}{ }_{ \pm M}}\right|<\frac{\epsilon}{2 \tau},
$$

for every $j$ as long as $N>K>N_{\epsilon}$. What does this imply about the convergence of the Mittag-Leffler series? To answer this question we consider a partial sum for the Mittag-Leffler series and note that it can be rewritten as

$$
\begin{aligned}
\sum_{m=K}^{N} & \left(\frac{\mathscr{R}_{m}}{k-k_{m}}+\frac{\mathscr{R}_{-m}}{k-k_{-m}}\right) \\
& =\sum_{j=1}^{\tau}\left(\sum_{m=K^{\prime}}^{N^{i}} \frac{\mathscr{R}_{m}^{j}}{k-k_{m}^{j}}+\sum_{m=K^{\prime}}^{N^{j}} \frac{\mathscr{R}_{-m}^{i}}{k-k_{-m}^{j}}\right)
\end{aligned}
$$

The reordering of terms is valid since we are dealing with finite sums. By the nature of the mapping from $k_{m}$ to $k_{m}^{j}$ it follows that if one takes $K$ sufficiently large, say $K>M_{\epsilon}$, then $K^{j}>N_{\epsilon}$ for every $j$, thus to each $\epsilon>0$ there exists an $M_{\epsilon}$ such that if $N>K>N_{\epsilon}$ then

$$
\begin{aligned}
& \left|\sum_{m=K}^{N}\left(\frac{\mathscr{R}_{m}}{k-k_{m}}+\frac{\mathscr{R}-m}{k-k_{-m}}\right)\right| \\
& \quad \leqslant \sum_{j=1}^{\tau} \sum_{\alpha=-1}^{+1}\left|\sum_{M=K^{\prime}}^{N^{\prime}} \frac{\mathscr{R}_{\alpha M}^{j}}{k-k_{\alpha M}^{j}}\right|<\epsilon .
\end{aligned}
$$

Hence, the Mittag-Leffler expansion converges if both $S^{j}{ }_{+1}$ and $S^{j}{ }_{-1}$ converge for every $j$. One can go one step further. If one defines infinite sums
$S_{\alpha, \kappa}^{j}(a)=\sum_{M>0} C_{\alpha, \kappa}^{j}(a)(i \alpha \zeta M)^{\pi_{k}^{i}(a)} \exp \left[i \alpha \phi_{\kappa}^{j}(a) M\right]$,
if follows that $S_{\alpha}^{j}$ will converge if $S_{\alpha, \kappa}^{j}$ converges for each value $\kappa$ in the sum on the right-hand side of Eq. (3.11). Thus, if $S^{j}{ }_{+1, \kappa}$ and $S_{-1, \kappa}^{j}$ converge for every $j$ and $\kappa$, the Mittag ${ }_{-}$ Leffler expansion will converge. The converse, however, is not true, that is convergence of the Mittag-Leffler series does not imply convergence of $S_{\alpha, \kappa}^{j}$ for every $j$ and $\kappa$. We shall see examples of this later on, but for the moment, let us determine the convergence conditions for the series $S^{j}{ }_{ \pm 1, \kappa}(a)$. We begin by examining Eq. (3.11) in greater detail.

Each of the phases $\phi_{\kappa}^{j}(a)$ and each of the powers $\pi_{\kappa}^{j}(a)$ has the general form

$$
\begin{equation*}
\phi_{\kappa}^{j}(a)=\zeta_{j} X_{k}^{j} \tag{3.14a}
\end{equation*}
$$

and

$$
\begin{align*}
\pi_{\kappa}^{j}(a)= & \lambda_{j} X_{\kappa}^{j}+\alpha_{N(\lambda)}-\sum_{i=1}^{n+1} n_{\kappa, i}^{j}\left(\alpha_{1}-\alpha_{N(j)}\right) \\
& -l_{\kappa}^{j}(2-\gamma)+\sum_{i=1}^{2} m_{\kappa, i}^{j} \xi_{i}-4 \tag{3.14b}
\end{align*}
$$

with

$$
\begin{equation*}
X_{\kappa}^{j}=\beta^{\kappa}-\beta_{N(j)}+\sum_{i=1}^{n+1} " n_{\kappa, i}^{j}\left(\beta_{i}-\beta_{N(j)}\right) \tag{3.14c}
\end{equation*}
$$

where the double prime on the sums means that $i=N(j)$ and $i=N(j-1)$ are excluded from the sums, the coefficient $n_{\kappa, i}^{i}$ are nonnegative integers, $l_{\kappa}^{j}$ is an integer ranging from 0 to $m$, with $m$ the greatest integer $\leqslant(2-\gamma)^{-1}$, and $m_{\kappa, i}^{j}=0$ or 1. The quantities $\lambda_{j}, \xi_{j}, \beta_{i}, \beta_{N(j)}, \alpha_{i}, \alpha_{N(j)}, \gamma$, and $\xi_{i}$ where defined in Sec. 2.

The various terms of the sum over $\kappa$ in Eq. (3.11) fall into three basic classes which we list below:
(a) In this class $m_{\kappa, 1}^{j}=m_{\kappa, 2}^{j}=0$ and $\beta^{\kappa}$ times $R$ can be any one of the following; $a, a \pm r_{p}^{i}, r_{p}^{1} \pm r_{q}^{2},-a,-a \pm r_{p}^{i}$, $-r_{p}^{1} \pm r_{p}^{2}$, or 0 , where $r_{p}^{i}$ is the position of the $p$ th discontinuity of $\chi_{i}(r)$. The $i$ can be either 1 or 2 in $r_{p}^{i}$, but $p$ and $q$ are restricted to values for which $r_{p}^{i}<a$ and $r_{q}^{2}<a$.
(b) In this class either $m_{\kappa, 1}^{j}=1$ and $m_{\kappa, 2}^{j}=0$ or
$m_{\kappa, 1}^{j}=0$ and $m_{\kappa, 2}^{j}=1$, while $\beta^{\kappa} R$ may be either $\pm a / 2$ or $\pm r_{p}^{i} / 2$, where again $i$ may be either 1 or 2 , but $p$ is restricted to values for which $r_{p}^{j}<a$. If $\beta^{\kappa} R= \pm r_{p}^{i} / 2$ then $m_{\kappa, 1}^{j}=0$.
(c) In this class $m_{\kappa, 1}^{j}=m_{\kappa, 2}^{j}=1$ and $\beta^{\kappa}=0$. If one defines $P(i, j, \lambda)$ by

$$
\begin{equation*}
P(i, j, \lambda)=\lambda\left(\beta_{i}-\beta_{N(j)}\right)-\alpha_{i}+\alpha_{N(j)}, \tag{3.15}
\end{equation*}
$$

as was done in Ref. 3, then

$$
\begin{align*}
\pi_{\kappa}^{j}(a)= & \lambda_{j} \beta^{\kappa}+P\left(0, j, \lambda_{j}\right)+\sum_{i=1}^{n+1}{ }^{\prime} n_{\kappa, i}^{j} P\left(i, j, \lambda_{j}\right) \\
& -l_{\kappa}^{j}(2-\gamma)+\sum_{i=1}^{2} m_{\kappa, i}^{j} \xi_{i}-4 \tag{3.16}
\end{align*}
$$

From the theorem established in Sec. 3 of Ref. 3 it follows that $P\left(i, j, \lambda_{j}\right)<0$ for every $i$ in the sum while $P\left(0, j, \lambda_{j}\right) \leqslant 0$ for every $j$ (the quality only holds for $j=1$ ). Since $l_{\kappa}(2-\gamma) \geqslant 0$ and $\xi_{i}<\frac{1}{2}$, one then finds that

$$
\begin{equation*}
\pi_{\kappa}^{j}(a)-\lambda_{j} \beta^{\kappa}<\frac{1}{2} \sum_{i=1}^{2} m_{\kappa, i}-4 \leqslant-3 \tag{3.17}
\end{equation*}
$$

for every $\kappa$. If in addition $\beta^{\kappa} \leqslant 0$, then the infinite series $S_{\alpha, \kappa}^{j}(a)$ will be absolutely convergent. Therefore to complete our study of constraints on $a$ which guarantee the convergence of $S_{\alpha}^{j}(a)$, we need only examine those series $S_{\alpha, \kappa}^{j}(a)$ associated with values of $\beta^{\kappa}>0$. This eliminates from further consideration all values of $\kappa$ associated with terms in class (c) and many values of $\kappa$ associated with terms in classes (a) and (b) as well.

For those series $S_{\alpha, \kappa}^{j}(a)$ that survive after those for which $\beta^{\kappa} \leqslant 0$ have been eliminated, a necessary condition for convergence ${ }^{28}$ is $\pi_{\kappa}^{j}(a)<0$. From Eq. (3.15) and the properties of the $P\left(i, j, \lambda_{j}\right)$, it follows that the maximum value of $\pi_{\kappa}^{j}(a)$ for $\kappa$ in class (a), occurs when $l_{k}=n_{\kappa, i}=0$ for every $i$ in the sum and $\beta^{\kappa}=a / R$. Calling this term the $\kappa=1$ term, one has

$$
\begin{equation*}
\pi_{1}^{j}(a)=\lambda_{j}\left(a / R-\beta_{N(j)}\right)+\alpha_{N(j)}-4 \tag{3.18}
\end{equation*}
$$

Now $\pi_{1}^{j}(a)<0$ implies that $a$ must satisfy

$$
\begin{equation*}
a / R<\beta_{N(j)}-\left(\alpha_{N(j)}-4\right) / \lambda_{j}, \tag{3.19}
\end{equation*}
$$

or else $S_{\alpha, 1}^{j}(a)$ will diverge. If Eq. (3.19) is satisfied and the phase $\phi_{\kappa}^{j}(a)$ is not an integral multiple of $2 \pi$, the series will converge by the Dirichlet test. ${ }^{29}$ If, for the moment, we assume that none of the phases $\phi_{\kappa}^{j}(a)$ is an integral multiple of $2 \pi$, then $S_{\alpha, \kappa}^{j}(a)$ will converge for every $\kappa$ belonging to class (a), since $\pi_{\kappa}^{j}(a)<\pi_{1}^{j}(a)<0$ for every $\kappa \neq 1$ in class (a).

For $\kappa$ in class (b), one sees that the maximum power is

$$
\begin{equation*}
\pi_{\kappa}^{j}(a)=\lambda_{j}\left[a /(2 R)-\beta_{N(j)}\right]+\alpha_{N(j)}+\xi-4 \tag{3.20}
\end{equation*}
$$

with $\xi$ as defined in Eq. (2.27b). If $a$ satisfies Eq. (3.19), then by Eqs. (2.31), (3.15), and (3.18), Eq. (3.20) becomes

$$
\pi_{\kappa}^{j}(a)=\left[\pi_{1}^{j}(a)+P\left(0, j, \lambda_{j}\right)\right] / 2+\xi-2<-\frac{3}{2}
$$

so every one of the series $S_{a, \kappa}^{j}(a)$ with $\kappa$ in class (b) is absolutely convergent. Thus, if $a$ satisfies Eq. (3.19) and $\phi_{\kappa}^{j}(a)$ $\neq 0(\bmod 2 \pi)$ [i.e., $\phi_{\kappa}^{j}(a)$ does not equal an integral multiple of $2 \pi$ ] for every $\kappa$ in class (a) for which $-1 \leqslant \pi_{\kappa}^{j}(a)<0$, then $S_{\alpha}^{j}(a)$ will also converge. It may seem that we have neglected terms associated with the factor $O\left(M^{-1} \ln |M|\right)$ on the right-hand side of Eq. (3.11), but these terms are of order $O\left(M^{-1-\pi_{k}^{\prime}(a)} \ln |M|\right)=o\left(M^{-1}\right)$, so they too give rise to an absolutely convergent sum when Eq. (3.19) is satisfied.

If $a / R<\beta_{J}^{c}$, with $\beta_{J}^{c}$ as defined in Sec. 2, then not only is Eq. (3.19) satisfied for every $j$, but the Mittag-Leffler series converges. Hence, one gets convergence even when one or more of the phases $\phi^{j}(a)$ equals $0(\bmod 2 \pi)$. In Appendix B it is shown that if $\phi_{\kappa}^{j}(a)=0(\bmod 2 \pi)$ and $-1 \leqslant \pi_{\kappa}^{j}(a)<0$, then either the coefficient $C_{\alpha, \kappa}^{j}(a)$ vanishes or there exists a term in a neighboring family $j^{\prime}=j \pm 1$ whose phase also equals $0(\bmod 2 \pi)$ and whose power equals $\pi_{\kappa}^{j}(a)$. Taking the ratio of the two terms one obtains

$$
\begin{equation*}
C_{\alpha, \kappa}^{j}(a) / C_{\alpha, \kappa^{\prime}}^{j^{\prime}}(a)=-\zeta_{j} / \zeta_{j^{\prime}} \tag{3.21}
\end{equation*}
$$

But the right-hand side of Eq. (3.21) is, apart from sign, just the ratio of the spacing between poles of the $j$ family to the spacing between poles of the $j^{\prime}$ family. Therefore, if one combines the terms of the series $S_{\alpha, \kappa}^{j}$ and $S_{\alpha, \kappa^{\prime}}^{j}$ to form a new series whose terms are ordered according to the magnitude
of the poles, as is done in ordering terms of the MittagLeffler series, then the new series converges.

Now that we have examined the Mittag-Leffler series in some detail we are in a position to consider the limiting process that leads to the "completeness" series.

## 4. COMPLETENESS

We shall begin this section by determining the asymptotic form of $I_{12}(k, a)$ as $k \rightarrow \infty$ in $\mathscr{E}$, whre $\mathscr{E}$ is a domain in the complex $k$ plane, containing all points for which $\theta_{0} \leqslant \arg k \leqslant \pi-\theta_{0}$ with $0<\theta_{0}<\pi / 2$, and $|k| \geqslant X$, where $X$ is sufficiently large so that all bound state poles have $\left|k_{i}\right|<X$. For the class of potentials being considered, $X$ is finite. From Eqs. (2.4), (2.5), and (2.26) it can be seen that

$$
\begin{equation*}
I_{12}(k, a)=\sum_{i=1}^{4} F_{i}(k), \tag{4.1}
\end{equation*}
$$

where the $F_{i}(k)$ are defined by Eq. (2.25). Taking $R_{0}$ $=[\ln (|k| R)]^{-1}$ in Eq. (2.25) and employing the asymptotic form of $G_{l}^{(+)}(k ; r, r)$ given by Newton, ${ }^{21}$ i.e.,

$$
\begin{align*}
G_{l}^{(+)}\left(k ; r, r^{\prime}\right)= & (-1)^{l+1} k^{l} \phi_{l}\left(k, r_{<}\right) \\
& \times f_{l}\left(-k, r_{>}\right) / f_{l}(-k) \\
= & (2 i k)^{-1}\left[e^{i k\left(r_{,}-r_{S}\right)}-(-1)^{l} e^{i k\left(r+r^{\prime}\right)}\right. \\
& \left.+o\left(e^{-|v|\left(r_{,}-r_{<}\right)}\right)\right] \tag{4.2}
\end{align*}
$$

for all $r$ and $r^{\prime} \geqslant R_{0}$, where $v=\operatorname{Im} k$, one can evaluate the asymptotic form of $F_{1}(k)$. Using the bounds on $\left|G_{l}^{(+)}\left(k^{\prime} ; r ; r^{\prime}\right)\right|$ given by Newton and the bounds on $\left|\chi_{i}(r)\right|$ given by Eq. (2.27a), one can place bounds on the contributions of $F_{2}(k), F_{3}(k)$, and $F_{4}(k)$ to $I_{12}(k, a)$. Combining these results, one finds that

$$
\begin{equation*}
I_{12}(k, a)=k^{-2} \int_{0}^{a} d r \chi_{1}^{*}(r) \chi_{2}(r)(1+o(1)) \tag{4.3}
\end{equation*}
$$

as $k \rightarrow \infty$ in $\mathscr{E}$. Therefore,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} k^{m} I_{12}(k, a)=\delta_{m, 2}\left\langle\chi_{1}\right| P_{a}\left|\chi_{2}\right\rangle \tag{4.4a}
\end{equation*}
$$

for $m=1$ and 2 and $k$ in $\mathscr{C}$, where

$$
\begin{equation*}
\left\langle\chi_{1}\right| P_{a}\left|\chi_{2}\right\rangle \equiv \int_{0}^{a} d r \chi_{1}^{*}(r) \chi_{2}(r) \tag{4.4b}
\end{equation*}
$$

Next, we apply the same limiting process to the pole expansion of $I_{12}(k, a)$, i.e., we consider

$$
\begin{equation*}
\lim _{\substack{k \rightarrow \infty \\(k \text { in }(\prime)}}\left[\sum_{n=1}^{N} \frac{\mathscr{R}_{n}(a)}{k-k_{n}}+\sum_{n=N+1}^{\infty}\left(\frac{\mathscr{R}_{n}(a)}{k-k_{n}}+\frac{\mathscr{R}_{-n}(a)}{k-k_{-n}}\right)\right] . \tag{4.5}
\end{equation*}
$$

Suppose, for the sake of argument, that one can interchange the order of the limit and the sum. For the $m=1$ case one would obtain

$$
\begin{equation*}
\sum_{n=0}^{N} \mathscr{R}_{n}(a)+\sum_{n=N+1}^{\infty}\left[\mathscr{R}_{n}(a)+\mathscr{R}_{-n}(a)\right]=0 . \tag{4.6}
\end{equation*}
$$

Continuing on with the supposition, if one multiplies Eq. (4.6) by $k$ and Eq. (3.1) by $k^{2}$, adds the resulting equations and combines terms to form a single infinite sum, he will obtain

$$
\begin{align*}
& k^{2} I_{12}(k, a)=\sum_{n=1}^{N} \frac{k_{n} \mathscr{R}_{n}(a)}{1-k^{-1} k_{n}} \\
& \quad+\sum_{n=N+1}^{\infty}\left(\frac{k_{n} \mathscr{R}_{n}(a)}{1-k^{-1} k_{n}}+\frac{k_{-n} \mathscr{R}_{-n}(a)}{1-k^{-1} k_{-n}}\right) . \tag{4.7}
\end{align*}
$$

Assuming further, that the ordering of the limit and the sum can once again be interchanged, Eq. (4.4) then gives us

$$
\begin{align*}
\left\langle\chi_{1}\right| P_{a}\left|\chi_{2}\right\rangle= & \sum_{n=1}^{N} k_{n} \mathscr{R}_{n}(a) \\
& +\sum_{n=N+1}^{\infty}\left[k_{n} \mathscr{R}_{n}(a)+k_{-n} \mathscr{R}_{-n}(a)\right] . \tag{4.8}
\end{align*}
$$

Substituting Eqs. (3.2a) and (3.2b) into Eq. (4.8) gives us the desired completeness relationship for the bound and resonance states.

It is now our task to determine the range of values of $a$ for which the assumed interchanges are valid. Since the derivation will involve a number of steps, we begin with a brief outline of the procedure.
(i) They asymptotic form of the terms of the series is established.
(ii) The range of $a$ for which the series is uniformly convergent in the domain $\mathscr{C}$ is determined.
(iii) The behavior of the terms of the series as $k \rightarrow \infty$ in $\mathscr{E}$ is examined.
(iv) Finally, by combining the results of steps (ii) and (iii) it is shown that one can interchange the order of the sum and limit for any $a$ for which the series is uniformly convergent in $\mathscr{E}$.

Step (i) is easily accomplished. The two series of concern are

$$
\begin{align*}
& S^{(m)}(k, a) \equiv \sum_{n=0}^{N} \frac{\left(k_{n}\right)^{m-1} \mathscr{R}_{n}(a)}{1-k^{-1} k_{n}} \\
& +\sum_{n=N+1}^{\infty}\left(\frac{\left(k_{n}\right)^{m-1} \mathscr{R}_{n}(a)}{1-k^{-1} k_{n}}+\frac{\left(k_{-n}\right)^{m-1} \mathscr{R}_{-n}(a)}{1-k^{-1} k_{-n}}\right) \tag{4.9}
\end{align*}
$$

with $m=1$ and 2. $S^{(1)}(k, a)$ corresponds to the series of Eq. (4.5), and $S^{(2)}(k, a)$ corresponds to the series of Eq. (4.7). From Eqs. (3.11) and (2.29) it is seen that the asymptotic form of the terms of $S^{(m)}(k, a)$ expressed in the ( $j M$ ) representation are

$$
\begin{gather*}
\frac{\left(k_{m}^{j}\right)^{m-1} \mathscr{R}_{M}^{j}(a)}{1-k-1 k_{M}^{j}}+\frac{\left(k_{-m}^{j}\right)^{m-1} \mathscr{R}_{-M}^{j}(a)}{1-k^{-1} k^{j}-M} \\
=\sum_{\alpha=-1}^{+1} \sum_{\kappa} \mathscr{A}_{\alpha, \alpha, M}^{m, j}(k, a), \tag{4.10a}
\end{gather*}
$$

with

$$
\begin{align*}
& \mathscr{S}_{\alpha, \alpha, M}^{m, j}(k, a)= D_{\alpha, \kappa}^{m, j}(a)\left(i \alpha \zeta_{j} M\right)^{\pi_{k}^{j}(a)+m} \exp \left(i \alpha \phi_{\kappa}^{j}(a) M\right) \\
& \times\left(1-k^{-1} k_{\alpha m}^{j}\right)^{-1} \\
& \times\left[1+O\left(M^{-1} \ln M\right)\right],  \tag{4.10b}\\
& D_{\alpha, \kappa}^{m, j}(a)=-i^{-m} C_{\alpha, \kappa}^{j}(a) . \tag{4.10c}
\end{align*}
$$

As a preliminary to step (ii) we shall derive bounds on $\left|1-k^{-1} k_{m}^{j}\right|^{-1}$ and $\mid\left(1-k^{-1} k_{M}^{j}\right)^{-1}$
$-\left(1-k^{-1} \zeta_{j} M\right)^{-1} \mid$ for all $j$, all $k$ in $\mathscr{C}$ and every $M$ for which $|M| \geqslant M^{c} \geqslant 1$. Let $\psi=\arg \left(k / k_{m}^{j}\right)$, then

$$
\begin{aligned}
\left|1-k^{-} k_{M}^{j}\right|^{2} & =\left|e^{i \psi}-\left|k_{M}^{j} / k\right|\right|^{2} \\
& =\left(\cos \psi-\left|k_{m}^{j} / k\right|\right)^{2}+\sin ^{2} \psi \geqslant \sin ^{2} \theta_{0}
\end{aligned}
$$

therefore

$$
\begin{equation*}
\left|1-k^{-1} k_{M}^{j}\right|^{-1} \leqslant\left(\sin \theta_{0}\right)^{-1}, \tag{4.11}
\end{equation*}
$$

for every $j$, every $k$ in $\mathscr{C}$, and every $|M| \geqslant M^{c}$. To obtain the second the second inequality, we first note from Eqs. (2.29) and (4.10d) that

$$
\begin{aligned}
& \left(1-k^{-1} k_{M}^{j}\right)^{-1}-\left(1-k^{-1} \zeta_{j} M\right)^{-1} \\
& \quad=-i\left(1-k^{-1} k_{m}^{j}\right)^{-1}\left[\lambda_{j} \ln |M|+\mathrm{O}(1)\right] \\
& \quad \times\left(k-\zeta_{j} M\right)^{-1}
\end{aligned}
$$

while
therefore

$$
\begin{align*}
& \left|\left(1-k^{-1} k_{M}^{j}\right)^{-1}-\left(1-k^{-1} \zeta_{j} M\right)^{-1}\right| \\
& \leqslant \text { const } \times|M|^{-1} \ln |M|, \tag{4.12}
\end{align*}
$$

for every $j \leqslant \tau, k$ in $\mathscr{E}$ and $|M| \geqslant M^{c} \gg 1$.
The approach we shall take in determining the condition for uniform convergence of the series $S^{(m)}(k, a)$, will be similar to that used in determining the condition for convergence of the Mittag-Leffler series in Sec. 3, we shall reorder the terms of the series, writing $S^{(m)}(k, a)$ as a sum of a finite number of subseries, each subseries consisting of all terms of $S^{(m)}(k, a)$ that have the same value of $j, \kappa$, and $\alpha$. A straightforward generalization of the argument presented in Sec. 3, then shows that $S^{(m)}(k, a)$ will be uniformly convergent in $\mathscr{E}$ if each of the subseries is uniformly convergent in $\mathscr{E}$. From Eqs. (4.10) and (4.11) it is seen that a necessary condition for the convergence of the subseries $\Sigma_{M}\left(\mathscr{A}_{\alpha, \kappa, M}^{m, j}\right)$ is that
$\pi_{\kappa}^{i}(a)+m<0$. This inequality will be satisfied for every value of $j, \kappa$, and $\alpha$ and for every $k$ in $\mathscr{E}$, if
$\frac{a}{R}<\beta^{c}(m) \equiv \min _{(j \neq 1)}\left\{\beta_{N(j)}+\lambda_{j}^{-1}\left[4-\alpha_{N(j)}-m\right]\right\}$.
Since $\alpha_{j} \geqslant 2$ for every $j \geqslant 1$, it follows that the minimum is achieved at $j=1$ if $m \geqslant 2$, i.e.,
$\beta^{c}(m)=(4-m) \beta_{N(j)} / \alpha_{N(\jmath)}, \quad$ for $m=2$ and 3 .
Lt us now asume that $a / R \leqslant \beta^{c}(m)-\epsilon_{0}$, where $\epsilon_{0}$ is an arbitrary small positive number, and let us define

$$
\begin{align*}
& \mathscr{B}_{\alpha, \kappa, M}^{m, j}(k, a) \\
& \quad=D_{\alpha, \kappa}^{m, j}(a)\left(i \alpha \zeta_{j} M\right)^{\pi_{\kappa}^{\prime}(a)+m} \exp \left[i \alpha \phi_{\kappa}^{j}(a) M\right] \\
& \quad \times\left(1-k \zeta_{j} \alpha M\right)^{-1}  \tag{4.15a}\\
& \mathscr{C}_{\alpha, \kappa, M}^{m, j}(k, a)=\mathscr{A}_{a, \kappa, M}^{m, j}(k, a)-\mathscr{B}_{\alpha, \kappa, M}^{m, j}(k, a) \tag{4.15b}
\end{align*}
$$

It then follows from Eqs. (4.10), (4.12), and (4.15) that

$$
\begin{equation*}
\left|\mathscr{C}_{\alpha, \kappa, M}^{m, j}(k, a)\right|<C M^{-1-2 \epsilon_{\epsilon}} \ln M<C M^{-1-\epsilon_{n}} \tag{4.16}
\end{equation*}
$$

for every $j, \kappa, \alpha$, and for every $k$ in $\mathscr{E}$. (In deriving Eq. (4.16) we have also used the fact that $\lambda_{i} \geqslant 2$ for every $j \geqslant 1$.) Accord-
ing to Eq. (4.16) each of the series $\Sigma_{M}\left(\mathscr{C}_{\alpha, \kappa, M}^{m, j}\right)$ is uniformly and absolutely convergent in $\mathscr{E}$. Hence, uniform convergence of $S^{(m)}(k, a)$ will follow if one can show that each of the subseries $\Sigma_{M}\left(\mathscr{B}_{\alpha, \kappa, M}^{m, j}\right)$ is uniformly convergent in $\mathscr{E}$. For conveneince we shall refer to these sereis as $\mathscr{B}$ series.

The key for the analysis of the $\mathscr{B}$ series is provided by the theorem of Appendix C. To apply the theorem one takes the quantities $a_{M}, z$, and $p$ defined in the appendix to be

$$
\begin{align*}
& a_{M}=D_{\alpha, \kappa}^{m, j}(a)\left(i \alpha \zeta_{j} M\right)^{\pi_{k}^{\prime}(a)+M} \exp \left[i \alpha \phi_{\kappa}^{j}(a) M\right]  \tag{4.17a}\\
& |z|=\xi_{j} /|k|  \tag{4.17b}\\
& \arg z=-\arg k+(\alpha-1) \pi / 2 \tag{4.17c}
\end{align*}
$$

and $p=1$. We again assume that $a / R \leqslant \beta^{c}(m)-\epsilon_{0}$. If we further assume that $\phi_{\kappa}^{j}(a) \neq 0(\bmod 2 \pi)$, then the series $\Sigma_{M} a_{M}$ converges by the Dirichlet test, ${ }^{29}$ and then the theorem of Appendix C tells us that the series $\Sigma_{M}\left[\mathscr{B}_{\alpha, \kappa, M}^{m, j}(k, a)\right]$ is uniformly convergent for all $k$ in $\mathscr{S}_{\alpha}$, where $\mathscr{S}_{+1}$ consists of all points of the $k$ plane for which $\theta_{0} \leqslant \arg k \leqslant 2 \pi-\theta_{0}$, and $\mathscr{S}_{-1}$ consists of all points for which $\theta_{0}-\pi$ $\leqslant \arg k \leqslant \pi-\theta_{0}$. Since the domain $\mathscr{E}$ is contained in the intersect of $\mathscr{S}_{+1}$ and $\mathscr{S}_{-1}$ we conclude that both of the series, i.e., the one with $\alpha=+1$ and the one with $\alpha=-1$, are uniformly convergent in $\mathscr{E}$.

If there are no $(j, \kappa)$ for which is $\phi_{\kappa}^{j}(a)=0(\bmod 2 \pi)$ and $\pi_{\kappa}^{j}(a) \geqslant-1-m$, then each of the $\mathscr{B}$ series is uniformly convergent in $\mathscr{E}$, and it follows from Eq. (4.15b) and the uniform and absolute convergence of the $\mathscr{C}$ series that each of the $\mathscr{A}$ series is also uniformly convergent in $\mathscr{E}$. Finally, as mentioned earlier, the uniform convergence of each of the $\mathscr{A}$ series implies the uniform convergence of the entire series $S^{(m)}(k, a)$ for $k$ in $\mathscr{E}$.

The case in which one of the phases $\phi_{\kappa}^{j}(a)=0(\bmod 2 \pi)$ and $-1 \leqslant \pi_{\kappa}^{j}(a)+m<0$, is treated in Appendix $B$, where it is shown that the divergent series that results can be combined with a second divergent $\mathscr{B}$ series to form a resultant series, made up of terms from the two original series ordered according to $\left|k_{n}\right|$, that is uniformly convergent in $\mathscr{E}$. Thus, the series $S^{(m)}(k, a)$ will always be uniformly convergent in $\mathscr{E}$ as long as $a / R \leqslant \beta^{c}(m)-\epsilon_{0}$.

To facilitate the discussion of step (iii), we define a partial sum $S_{I}^{(m)}(k, a)$ by

$$
\begin{align*}
S_{l}^{(m)}(k, a) \equiv & \sum_{n}^{N} \frac{\left(k_{n}\right)^{m-1} \mathscr{R}_{n}(a)}{1-k^{-1} k_{n}} \\
& +\sum_{n=N+1}^{I} \sum_{\alpha=-1}^{+1} \frac{\left(k_{\alpha n}\right)^{m-1} \mathscr{R}_{\alpha n}(a)}{1-k^{-1} k_{\alpha n}} \tag{4.18}
\end{align*}
$$

where $I>N$, but is otherwise arbitrary. Since $S_{I}^{(m)}(k, a)$ is a finite sum one can immediately pass to the limit $k \rightarrow \infty$ in $\mathscr{E}$, obtaining

$$
\begin{align*}
S_{I}^{(m)}(\infty, a)= & \sum_{n=1}^{N}\left(k_{n}\right)^{m-1} \mathscr{R}_{n}(a) \\
& +\sum_{n=N+1}^{l} \sum_{\alpha=-1}^{+1}\left(k_{\alpha n}\right)^{m-1} \mathscr{R}_{\alpha n}(a) \tag{4.19}
\end{align*}
$$

If $a / R<\beta^{c}(m)-\epsilon_{0}$; then there exists a constant $C$ such that

$$
\begin{equation*}
\left|\left(k_{n}\right)^{m-1} \mathscr{R}_{n}(a)\right| \leqslant C, \tag{4.20}
\end{equation*}
$$

for all $n$, both positive and negative. Therefore

$$
\begin{align*}
& \left|S_{I}^{(m)}(k, a)-S_{f}^{(m)}(\infty, a)\right| \\
& =\left|\sum_{n=1}^{N} \frac{\left(k_{n}\right)^{m} \mathscr{R}_{n}(a)}{k-k_{n}}+\sum_{n=N+1}^{\infty} \sum_{\alpha=-1}^{+1} \frac{\left(k_{a n}\right)^{m} \mathscr{R}_{\alpha n}(a)}{k-k_{\alpha n}}\right| \\
& \quad<(2 C I) \times \max _{n}\left|k_{n}\left(k-k_{n}\right)^{-1}\right| \tag{4.21}
\end{align*}
$$

where the maximum is taken over all $n$ for which $\left|k_{n}\right| \leqslant k_{I}$. Let us now define a neighborhood of infinity in $\mathscr{E}$, call it $\mathscr{N}_{I, \epsilon}$, to be the set of all points in $\mathscr{E}$ for which

$$
\begin{equation*}
|k|>(1+6 C I / \epsilon)\left|k_{I}\right|, \tag{4.22}
\end{equation*}
$$

where $\epsilon$ is an arbitrary positive number, then

$$
\begin{equation*}
\left|S_{I}^{(m)}(k, a)-S_{I}^{(m)}(\infty, a)\right|<\epsilon / 3 \tag{4.23}
\end{equation*}
$$

for every $k$ in $\mathscr{N}_{I, \epsilon}$ as long as $a / R<\beta^{c}(m)-\epsilon_{0}$.
We can now proceed to step (iv). The interchange of limit and sum we wish to establish can be expressed as follows:

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(k \text { in } S^{\prime}\right) S^{(m)}(k, a)=\lim _{I \rightarrow \infty} S_{I}^{(m)}(\infty, a)=S^{(m)}(\infty, a) \tag{4.24}
\end{equation*}
$$

The last equality defines $S^{(m)}(\infty, a)$. From Eqs. (4.6), (4.8), and (4.19), one sees that $S^{(1)}(\infty, a)$ is just the series on the left-hand side of Eq. (4.6) and $S^{(2)}(\infty, a)$ is the series on the right-hand side of Eq. (4.8). Since the series $S^{(m)}(k, a)$ is uniformly convergent for every $k$ in $\mathscr{E}$, to every $\epsilon>0$, there exists an integer $I$ such that

$$
\left|S_{J}^{(m)}(k, a)-S^{(m)}(k, a)\right|<\epsilon / 3,
$$

for every $k$ in $\mathscr{E}, J \geqslant I$, and $a / R<\beta^{c}(m)-\epsilon_{0}$. Hence

$$
\begin{aligned}
& \left|S^{(m)}(k, a)-S^{(m)}(\infty, a)\right| \leqslant\left|S^{(m)}(k, a)-S_{I}^{(m)}(k, a)\right| \\
& \quad+\left|S_{I}^{(m)}(k, a)-S_{I}^{(m)}(\infty, a)\right| \\
& \quad+\left|S_{I}^{(m)}(\infty, a)-S^{(m)}(\infty, a)\right|<\epsilon,
\end{aligned}
$$

for every $k$ in $\mathscr{N}_{I, \epsilon}$ and $a \leqslant \beta^{c}(m)-\epsilon_{0}$. Therefore, Eq. (4.24) is valid whenever $a \leqslant \beta^{c}(m)-\epsilon_{0}$.

Since $S^{(1)}(k, a)=k I_{12}(k, a)$, one sees that Eqs. (4.6) and (4.7) are valid for every $a<\beta^{c}(1)-\epsilon_{0}$. It then follows that $S^{(2)}(k, a)=k^{2} I_{12}(k, a)$ for every every $a<\beta^{c}(1)-\epsilon_{0}$, and that Eq. (4.8) holds for every $a<\beta^{c}(2)-\epsilon_{0}$. Since these are the relations we wished to establish we now write them out in a more complete form.

$$
\begin{align*}
& \sum_{n=1}^{N}\left\langle\chi_{1}\right| P_{a}\left|\Phi_{n}\right\rangle\left\langle\Phi_{n}\right| P_{a}\left|\chi_{2}\right\rangle\left(2 k_{n}\right)^{-1} \\
& \quad+\sum_{n=N+1}^{\infty}\left[\frac{\left\langle\chi_{1}\right| P_{a}\left|\Phi_{n}\right\rangle\left\langle\Phi_{-n}\right| P_{a}\left|\chi_{2}\right\rangle}{2 k_{n}}\right. \\
& \left.\quad+\frac{\left\langle\chi_{1}\right| P_{a}\left|\Phi_{-n}\right\rangle\left\langle\Phi_{n}\right| P_{a}\left|\chi_{2}\right\rangle}{2 k_{-n}}\right] \\
& \quad=0, \tag{4.25}
\end{align*}
$$

for $a / R<\beta^{c}(1)$, and
$\frac{1}{2}\left\{\sum_{n=1}^{N}\left\langle\chi_{1}\right| \boldsymbol{P}_{a}\left|\Phi_{n}\right\rangle\left\langle\Phi_{n}\right| P_{a}\left|\chi_{2}\right\rangle\right.$
pression of how completeness applies to matrix elements, and Eq. (4.31) is an expression of how completeness applies to wavefunctions. The completeness properties of these states differs from true completeness in several ways. First, resonant state expansions only hold within a finite volume of configuration space, this is a property shared with an expansion in terms of $R$-matrix states. ${ }^{31}$ Perhaps this fact is not too surprising since, as Seigert pointed out, ${ }^{5}$ resonant state wavefunctions bear some resemblance to Kapur-Peierls wavefunctions, ${ }^{32}$ and the latter are just a particular choice of $R$ matrix wavefunctions. However, unlike the $R$-matrix case, the volume in which the expansion is valid is restricted by the physical properties of the system rather than being completely arbitrary. Furthermore, the bound-virtual-, and reso-nant-state wavefunctions are neither normalized or orthogonal over the finite region $0 \leqslant r \leqslant a$. Finally, the convergence of the series expansion of the operator $P_{a}$ is only weakly convergent in contrast to strong convergence in the $R$-matrix case.

In addition to the completeness relations for the set of bound, virtual, and resonant states of the system under study, we have determined the convergence conditions of the Mittag-Leffler series for $I_{12}(k, a)$, i.e., for certain matrix elements of the Green's function. The convergence of the Mit-tag-Leffler series can be improved by one or more subtractions, as was pointed out by Gracía-Calderón ${ }^{33}$ and Bang et al. ${ }^{34}$ A simple analysis based upon the work of Sec. 3, in particular Eq. (3.14b), shows that the Mittag-Leffler series for $I_{12}(k, a)$ with $p$ subtractions will be absolutely convergent for all $a \leqslant R$, if $p>\sigma-1$, and that each additional subtraction will increase the rate of convergence.

One rather interesting result was obtained in Ref. 33, was further dealt with in Ref. 34, and bears mentioning here. Since the physical solution of Eq. (2.6) is related to the Green's function by

$$
\begin{equation*}
\psi_{l}^{\prime+}(k, r)=(-1)^{l+1} k G_{l}^{(+)}(k ; r, R) / w_{l}(-k, R) \tag{5.1}
\end{equation*}
$$

for all $r<R$, then a resonant state expansion for $\psi_{I}^{(+)}(k, r)$ can immediately be obtained for $r<R$ by substituting the Mittag-Leffler series for $G_{l}^{(+)}\left(k ; r, r^{\prime}\right)$ into the right-hand side of Eq. (5.1). Once again the convergence can be improved by including more and more subtractions.

For potentials with an exponential tail such as Yukawa or Woods-Saxon potentials, the Green's function will have cuts in the complex $k$ plane in addition to the bound-, virtu-al-, and resonant-state poles. Thus, one cannot obtain a simple Mittag-Leffler series for $I_{12}(k, a)$ when such a potential is substituted for the cutoff potentials we have been considering. Perhaps, a generalized expansion could be obtained, but in all likelihood, it would contain an integral term, arising from the cuts, as well as the discrete sum over pole states. However, it has been argued that if one truncates these potentials at some large radius, the physical consequences will be negligible, even though the analytic properties may be drastically changed. Such a truncation would yield a potential falling in the class we have considered, in fact one with $\sigma=0$. To the extent that the physical consequences of truncating a potential with an exponential tail are small, one can
also truncate a cutoff potential for which $\sigma>0$ at a radius $R-\epsilon$, with $\epsilon$ an arbitrarily small positive number, converting the potential into a physically equivalent potential with $\sigma=0$.For potentials in this restricted but important class, one has the following results:
(i) The Mittag-Leffler series for $I_{12}(k, a)$ is absolutely convergent for each fixed real value of $k$ and $a \leqslant R$.
(ii) The resonant-state expansion for $\left\langle\chi_{i}\right| P_{a}\left|\chi_{2}\right\rangle$ converges for all $a<R$, and it is absolutely convergent if $a<R / 2$.
(iii) The resonant state expansion for $P_{a}$ covnerges weakly for all $a<R$.
(iv) The resonant state expansion for $\chi_{i}(r)$ converges for all $a<R / 2$. The series is absolutely convergent if $a<R / 4$. For a Woods-Saxon potential $V(r)=V_{0} /\{1$ $\left.+\exp \left[\left(r-r_{0}\right) / a_{0}\right]\right\}$ that is truncated at $r=R$ with $R \gg r_{0} \gg a_{0}$, the expansions are absolutely convergent up to a radius that is well out into the tail of the potential.

Finally, if one applies the results of Secs. 2 and 3 to study the convergence of the pole expansions of the partial wave components of the $S$ matrix and fully-off-shell $T$ matrix given by Eqs. (2.45) and (2.43), respectively, of Ref. 2., he finds that the series for $S_{l}(k)$ is uniformly and absolutely convergent for all real $k$, and that the series for $a_{l}(k ; p, q)$ is uniformly and absolutely convergent for all real $k, p$, and $q$. In both cases these results hold for all potentials that fall in the class defined in Sec. 2.
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## APPENDIX A

The derivation of the asymptotic form of $d f_{l}(-k) / d k$ is complicated by the fact that one cannot in general differentiate an asymptotic expansion. ${ }^{35}$ Fortunately , there is a way of avoiding this difficulty. One begins with the integral representation for $f_{l}(-k)^{21}$
$f_{l}(-k)=1+(-1)^{\prime} k^{l} \int_{0}^{R} d r \phi_{l}(k, r) V(r) w_{l}(-k r)$,
where $w_{l}(x)$ is a Riccati-Hankel function. Applying $d / d k$ to this equation gives

$$
\begin{align*}
& \frac{d f_{f}(-k)}{d k} \\
& \quad=\frac{l\left(f_{i}(-k)-1\right)}{k} \\
& \quad-(-1)^{\prime} k^{\prime} \int_{0}^{R} d r \phi_{\prime}(k, r) r V(r) w_{\prime}^{\prime}(-k r) \\
& \quad+(-1)^{\prime} k^{\prime} \int_{0}^{R} d r w_{\prime}(-k r) V(r) \frac{d \phi_{,}(k, r)}{d k} \tag{A2}
\end{align*}
$$

where $w_{l}^{\prime}(x)=d w_{l}(x) / d x$. Since we have already constructed the asymptotic expansion of $f_{l}(-k)$ and $\phi_{l}(k, r)$, and we also know the asymptotic forms of $w_{l}(-k r)$ and $w_{l}{ }^{\prime}(-k r)$, one can immediately evaluate the asymptotic form of the first pair of terms on the right-hand side of Eq. (A2). Before
the final integral can be evaluated one must construct the asymptotic expansion of $d \phi_{l}(k, r) / d k$. If one differentiates the radial Schrödinger equation for $\phi_{l}(k, r)$ with respect to $k$ and converts the resulting differential equation into an integral equation he obtains
$\frac{d \phi_{l}(k, r)}{d k}=-2 k \int_{0}^{r} g_{l}\left(k ; r, r^{\prime}\right) \phi_{l}\left(k, r^{\prime}\right) d r^{\prime}$,
where

$$
\begin{align*}
g_{l}\left(k ; r, r^{\prime}\right)= & (-1)^{l}(2 i k)^{-1} \\
& \times\left[f_{l}(-k, r) f_{l}\left(k, r^{\prime}\right)-f_{l}(k, r) f_{l}\left(-k, r^{\prime}\right)\right] \tag{A3b}
\end{align*}
$$

Upon replacing $f_{l}(k, r)$ and $f_{l}(-k, r)$ by their asymptotic expansions in Eq. (A3b) and substituting the resulting asymptotic expansions for $g_{l}\left(k ; r, r^{\prime}\right)$ along with the asymptotic expansion of $\phi_{l}(k, r)$ into the integral on the right-hand side of Eq. (A3a) and integrating, one obtains the desired expansion for $d \phi_{i}(k, r) / d k$. As usual the asymptotic expansion changes form in each of the segments $\Sigma_{j}$. Finally, if the asymptotic expansion of $d \phi_{l}(k, r) / d k$ and $w_{l}(-k r)$ are inserted into the final integral of Eq. (A2) and the integral is evaluated one finds the asymptotic expansion of $d f_{l}(-k) / d k$,
$\frac{d f_{l}(-k)}{d k}$

$$
\begin{align*}
= & 2 i R\left[1+K_{l}(k)+O\left(k^{-1} \ln k\right)\right] \sum_{q=1}^{n+1} A_{q} \beta_{q}(i Z)^{-\alpha_{q}} \\
& \times \exp \left(i \beta_{q} Z\right)\left[1+O\left(k^{-1}\right)\right] \tag{A4}
\end{align*}
$$

where $Z=2 k R$.
If $k_{M}^{j}$ is a zero of $f_{l}(-k)$ belonging to the $j$ th family, then

$$
\begin{equation*}
\sum_{q=0}^{n+1} A_{q}\left(i Z_{M}^{j}\right)^{-\alpha_{q}} \exp \left(i \beta_{q} Z_{M}^{j}\right)=0, \tag{A5}
\end{equation*}
$$

where $Z_{M}^{j}=2 k^{j}{ }_{M} R, \alpha_{0}=\beta_{0}=0$ and

$$
\begin{aligned}
A_{o} \equiv & {\left[1+K_{l}(k)+0(k \ln k)\right] /\left[1+K_{l}(-k)\right.} \\
& +O(k \ln k)]
\end{aligned}
$$

Evaluating Eq. (A4) at $k=k_{M}^{j}$ and using Eq. (A5) to eliminate the $q=N(j-1)$ term gives

$$
\begin{align*}
& \left.\frac{d f_{l}(-k)}{d k}\right|_{k=k^{\prime}} \\
& \quad=2 i\left[R_{N(j)}-R_{N(j-1)}\right]\left[1+K_{l}\left(k_{M}^{j}\right)+O(M \ln M)\right] \\
& \quad \times\left(i Z^{j}\right)^{-\alpha_{N(j} A_{N(j)}} \exp \left(i \beta_{N(\lambda)} Z_{M}^{j}\right) \\
& \quad \times\left(1+\sum_{\substack{q=0 \\
q \neq N(j, N(j+1)}}^{n+1}\left(A_{q} / A_{N(j)}\right) \frac{\beta_{q}-\beta_{N(j-1)}}{\beta_{N(j)}-\beta_{N(j-1)}}\right. \tag{A6}
\end{align*}
$$

$$
\left.\times\left(i Z_{M}^{j}\right)^{\alpha_{N, i}-\alpha_{q}} \exp \left[i Z_{M}^{j}\left(\beta_{q}-\beta_{N(\lambda)}\right)\right]\right)
$$

From a theorem which was established in Ref. 3, it follows that each of the terms in the sum over $q$ on the right-hand side of Eq. (A6) tends to zero as $|M| \rightarrow \infty$, while the factor $\left(i Z_{M}^{j}\right)^{-\alpha_{N j}} \exp \left(i \beta_{N(j)} Z^{j}{ }_{M}\right)$ tends to unity as $|\boldsymbol{M}| \rightarrow \infty$ if $j=1$, or it tends to infinity as $|M| \rightarrow \infty$ if $j>1$.

## APPENDIX B

In this Appendix we shall investigate the convergence properties of the Mittag-Leffler series and of the series $S^{(m)}(k, a)$ of Sec. 4 when one or more of the phases $\phi_{\kappa}^{j}(a)$ $=2 \pi I$ for integral $I$. We know in the case of the MittagLeffler series for $I_{12}(k, a)$ that the series converges as long as $a / R<\beta_{j}^{\mathrm{c}}$, no matter what the individual phases may be. Thus, if the Mittag-Leffler series converges, but one of the subseries $S_{\alpha, \kappa}^{(j)}(a)$, cf. Eq. (3.13), diverges because its phases equals $2 \pi I$, then it is reasonable to assume that there is another divergent subseries in the set $\left\{S_{\alpha, \kappa^{\prime}}^{(j ;)}(a)\right\}$ whose terms can be combined with the terms of the divergent series $S_{\alpha, \kappa}^{(j)}(a)$ to form a convergent series if the terms of the new series have been ordered according to the same rule that was used in ordering the terms of the Mittag-Leffler series.

To pursue this possibility let us assume that $\phi_{\kappa}^{j}(a)$ $=2 \pi I$, where $\phi_{\alpha, \kappa}^{(j)}(a)$ is the phase factor for the terms of the series $S_{a, \kappa}^{(j)}(a)$. We next examine the two series $S_{\alpha, \alpha+1}^{(j-1)}(a)$ and $S_{\alpha, \kappa \prime \prime}^{(j+1)}(a)$ generated by the two neighboring families of poles $k_{M}^{j-1}$ and $k_{M}^{j+1}$, respectively, where the parameters defining these series are given by
$\beta^{\kappa^{\prime}}=\beta^{\kappa}, \quad m_{\kappa, i}^{j-1}=m_{\kappa, i}^{j}, \quad l_{\kappa}^{j-1}=l_{\kappa}^{j}, \quad n_{\kappa, N(j-2)}^{j-1}=0$, $n_{\kappa<N(j)}^{j-1}=-\left(I+N_{\kappa}^{j}\right)$, and $n_{\kappa<, i}^{j-1}=n_{\kappa, i}^{j}$ for all other $i$,
for the parameters of $S_{\alpha, \kappa \prime}^{(j-1)}$, where

$$
\begin{equation*}
N_{\kappa}^{j}=1+\sum_{i}^{\prime \prime} n_{\kappa, i}^{j}, \tag{B2}
\end{equation*}
$$

and
$\beta^{\kappa^{\prime \prime}}=\beta^{\kappa}, \quad m_{\kappa^{\prime \prime}, i}^{j+1}=m_{\kappa, i}^{j}, \quad l_{\kappa^{\prime \prime}}^{j+1}=l_{\kappa}^{j}, \quad n_{\kappa, N, N(j+1)}^{j+1}=0$,
$n_{\kappa^{\prime}, N(j-1)}^{j+1}=I$ and $n_{\kappa^{\prime}, i}^{j+i}=n_{\kappa, i}^{j}$ for all other $i$,
for the parameters of $S_{\alpha, \kappa^{\prime \prime}}^{(j+1)}(a)$. With these parameters and the definitions of the phase and power functions given by Eqs. (3.14a) and (3.14b), one readily finds that

$$
\begin{align*}
& \pi_{\kappa^{\prime}}^{j-1}(a)=\pi_{\kappa \prime \prime}^{j+1}(a)=\pi_{\kappa}^{j}(a), \\
& \phi_{\kappa \prime}^{j-1}(a)=2 \pi n_{\kappa, N(j-2)}^{j},  \tag{B4}\\
& \phi_{\kappa \prime \prime}^{j+1}(a)=2 \pi\left(I+N_{\kappa}^{j}\right) .
\end{align*}
$$

Hence, the two neighboring series have the same power and phases $(\bmod 2 \pi)$ as the series $S_{\alpha, \kappa}^{(j)}(a)$, so they can potentially be the ones that can be combined with it to produce a single convergent series. However, the constrains that the parameters $n_{\kappa, N(j)}^{i-l}$ and $n_{\kappa \kappa, N(j-1)}^{i+1}$ must be nonnegative integers, cf. Sec. 3, implies that the parametrization of $S_{\alpha, \kappa \prime}^{(j-1)}(a)$ is only valid if $I \leqslant-N_{\kappa}^{j}$, and that the parametrization of $S_{\alpha, k \prime \prime}^{(j+1)}(a)$ will only be allowed if $I \geqslant 0$.

Our effort now divides into three separate tasks. First we must show that when $I \leqslant-N_{\kappa}^{j}$ the series $S_{\alpha, \kappa}^{(j)}(a)$ and $S_{\alpha, k \prime}^{(j-1)}(a)$ combine to form a convergent series, then we must show that if $I \geqslant 0$ the series $S_{\alpha, \kappa}^{(j)}(a)$ and $S_{\alpha, \kappa \prime \prime}^{(j+1)}(a)$ can be so combined, and, finally, we must explain what happens when $1-N_{\kappa}^{j} \leqslant I \leqslant-1$.

The key to carrying out all three tasks is provided by a closer examination of the amplitude function $C_{\alpha, \kappa}^{j}(a)$, that appears in Eq. (3.11). The detailed derivation of the asymp-
totic form of $\mathscr{R}_{\kappa}^{j}(a)$ reveals that

$$
\begin{align*}
C_{\alpha, \kappa}^{j}(a)= & \frac{F_{a}\left(\beta^{\kappa}\right) \zeta_{j} \Gamma\left(x+N_{\kappa}^{j}\right)}{\left[A_{N(j+1)}\right]^{N_{\kappa}^{j}} \Gamma(x+1)} \\
& \times \prod_{i=0}^{n+1}\left(\frac{\left(A_{i}\right)^{N_{\kappa, i}}}{\left(n_{\kappa, i}^{j}\right)!}\right)\left(\frac{A_{N(j-1)}}{A_{N(j)}}\right)^{x+N_{\kappa}^{j}}, \tag{B5}
\end{align*}
$$

where $x=\zeta_{j} X_{k}^{j} / 2 \pi, \quad A_{0}=1$, and $X_{k}^{j}, \zeta_{j}$ and $A_{i}$ with $i=1, n-1$, are defined by Eqs. (3.14c), (2.29), and (2.24), respectively. The amplitude $F_{\alpha}\left(\beta^{\prime}\right)$ is the same for all families, i.e., it is independentof $j$, and it depends upon the wave functions $\chi_{1}$ and $\chi_{2}$, for example, if $\beta^{\kappa}=a / R$ then $F_{\alpha}\left(\beta^{*}\right)$ $=2 R^{3}(-1)^{l} \chi_{1}^{*}(a) \chi_{2}(a) / \pi$. (The remaining possibilities will not be listed since $F_{\alpha}\left(\beta^{\prime}\right)$ will play no role in our arguments.)

If $\phi_{\kappa}^{j}(a)=2 \pi I$, then $x=I$, and one finds that
$C_{\alpha, \kappa}^{j}(a) \propto \frac{\left(I+N_{\kappa}^{j}-1\right)!}{I!}=(I+1)(I+2) \cdots\left(I+N_{\kappa}^{j}-1\right)$ (B6)
Clearly $C_{\alpha, \kappa}^{j}(a)$ will vanish if $I$ is an integer satisfying
$1-N_{\kappa}^{j} \leqslant I \leqslant-1$. This result completes one of our tasks. Although there is no compensating series for $S_{a, \kappa}^{(j)}(a)$, when $I$ is an integer in the range $1-N_{\kappa}^{j} \leqslant I \leqslant-1$, none is needed for then $S_{\alpha, k}^{(i)}(a)=0$.

Next we form the ratios of the two coefficients of interest, obtaining

$$
\begin{equation*}
\frac{C_{a, v}^{i}(a)}{C_{\alpha, \kappa}^{j}(a)}=-\frac{\zeta_{i}}{\zeta_{j}}, \tag{B7}
\end{equation*}
$$

where $i=j-1$ and $v=\kappa^{\prime}$ if $I \leqslant-N_{\kappa}^{j}$, and $i=j+1$ and $v=\kappa^{\prime \prime}$ if $I \geqslant 0$.

Before we combine the two series $S_{\alpha, \kappa}^{(j)}(a)$ and $S_{\alpha, v}^{(i)}(a)$ to form a new series $\bar{S}_{\alpha, \kappa}^{(j)}(a)$ and show that the latter series converges, we shall consider the series $T_{\alpha, \kappa}^{m, j}(k, a)$ defined by

$$
\begin{equation*}
T_{\alpha, \kappa}^{m, j}(k, a) \equiv \sum_{M>0} \mathscr{B}_{\alpha, \kappa, M}^{m, j}(k, a), \tag{B8}
\end{equation*}
$$

which was discussed in Sec. 4, where it was imply referred to as the $\mathscr{B}$ series. From Eq. (4.10b), one sees that the phase and power functions, $\phi_{\kappa}^{j}(a)$ and $\pi_{\kappa}^{j}(a)$, respectively, of the series $T_{\alpha, \kappa}^{m, j}(k, a)$ are identical to those of $S_{\alpha, \kappa}^{(f)}(a)$, therefore, if we once again assume that $\phi_{k}^{j}(a)=2 \pi I$, it follows from Eqs. (4.10c), (B5), and (B7) that $D_{a, k}^{m, j}(a)$, which is the amplitude function for $\mathscr{B}_{\alpha, \kappa, M}^{m, j}$, vanishes for $1-N_{\kappa}^{j} \leqslant I \leqslant-1$, and that

$$
\begin{equation*}
\frac{D_{\alpha, \nu}^{m, i}(a)}{D_{\alpha, k}^{m, j}(a)}=-\frac{\zeta_{i}}{\zeta_{j}} \tag{B9}
\end{equation*}
$$

where again $i=j-1$ and $v=\kappa^{\prime}$ if $I \leqslant-N_{\kappa}^{j}$, and $i=j+1$ and $v=\kappa^{\prime \prime}$ if $I \geqslant 0$. As was done in the case of the $S_{\alpha, \kappa}^{(j)}(a)$ series, the terms of the $T_{\alpha, k}^{m, j}(k, a)$ and $T_{\alpha, \nu}^{m, i}(k, a)$ series shall be combined to form a convergent series $\bar{T}_{a, k}^{m, j}(k, a)$.

To construct the convergent $\operatorname{sum} \bar{S}_{\alpha, \kappa}^{(j)}(a)\left[\operatorname{or} \bar{T}_{\alpha, \kappa}^{m, j}(k, a)\right]$, one combines the terms of $S_{\alpha, \kappa}^{(j)}(k, a)$ and $S_{\alpha, v}^{(i)}(a)$ [or $T_{\alpha, \kappa}^{m, j}(k, a)$ and $\left.T_{\alpha, v}^{m, i}(k, a)\right]$ into a single series with the terms ordered according to $\left|k_{n}\right|$, or in the case of degeneracies in $\left|k_{n}\right|$, they are ordered according to $\left|\operatorname{Im} k_{n}\right|$, where $k_{n}$ is the pole of $I_{12}(k, a)$ from which the term arose. According to the Cauchy condition ${ }^{27}$ a series $\Sigma a_{n}$ converges if the partial sum
$\Sigma_{n=M, N} a_{n}$ tends to zero for every $N>M$ as $M$ tends to infinity. Suppose we form such a partial sum from the series $\bar{S}_{\alpha, \kappa}^{(j)}(a)\left[\operatorname{or} \bar{T}_{\alpha, \kappa}^{m, j}(k, a)\right]$. Since the partial sum is a finite sum, it can be written as the sum of two numbers with one being the sum over all terms in the partial sum that come from $S_{\alpha, \kappa}^{(j)}(a)$ [or $T_{\alpha, \kappa}^{m, j}(k, a)$ ] and the other being the sum over all terms from $S_{\alpha, v}^{(i)}(a)$ [or $\left.T_{\alpha, v}^{m, i}(k, a)\right]$. Each of these numbers can be evaluated by means of the Euler-Maclaurin summation formula. ${ }^{25}$ The major contribution to each number will come from the integral term in the Euler-Maclaurin formula. But by virtue of Eq. (B7) [or (B9)] the integrand of the integral associated with the ( $j, \kappa$ ) sum equals minus one times the integrand associated with the $(i, v)$ sum, and the limits of integration are nearly equal. Thus, the sum of the two integrals nearly vanishes and one finds that the magnitude of the partial sum has the same order of magnitude as that of its first term. Hence, the magnitude of the partial sum for the series $\bar{S}_{\alpha, \kappa}^{(j)}(a)$ is $O\left(M^{-\pi_{*}}\right)$, and the magnitude of the series $\bar{T}_{\alpha, \kappa}^{m, j}(k, a)$ is $O\left(M^{-\pi_{k}^{j}+m}\left|1-k^{-1} \zeta_{j} M\right|^{-1}\right)$. Therefore, if $a / R<\beta_{j}^{c}$ so that $\pi_{\kappa}^{j}>0$, the partial sum for $\bar{S}_{\alpha, \kappa}^{(j)}(a)$ will tend to zero as its lower index tends to infinity. This proves the convergence of $\bar{S}_{\alpha, \kappa}^{(\lambda)}(a)$. From Eq. (4.11) we see that $\left|1-k^{-1} \zeta_{j} M\right|^{-1}$ is uniformly bounded in $\mathscr{C}$ for every value of $j$. Therefore, if $a / R<\beta^{c}(m)$, which implies that $m-\pi_{\kappa}^{j}<0$, the magnitude of the partial sum of the series $\bar{T}_{\alpha, k}^{m, j}(k, a)$ will tend to zero uniformly in $\mathscr{E}$ as the lower index of the partial sum tends to infinity. This proves that $\bar{T}_{\alpha, \kappa}^{m, j}(k, a)$ is uniformly convergent in $\mathscr{E}$.

## APPENDIX C

Theorem: Given an arbitrary convergent series $A=\sum_{n=1}^{\infty} a_{n}$, then the series $B_{p}(z)=\sum_{\infty}^{n=1} a_{n}(1+n z)^{-p}$, with $p=0,1,2, \cdots$, converges uniformly in the region $T=\left\{z=r e^{i \theta} \mid r \geqslant 0,-\theta_{0} \leqslant \theta \leqslant \theta_{0}\right\}$ with $\pi / 2 \leqslant \theta_{0}<\pi$.

Proof: The theorem is obviously true for $p=0$. Let us assume that it also holds for some integer $p>0$, and define a remainder series $R_{N}$ by
$R_{N} \equiv \sum_{n=N}^{\infty} a_{n}(1+n z)^{-p}$
Then
$R_{n}-R_{n+1}=a_{n}(1+n z)^{-\rho}$,
and

$$
\begin{aligned}
\sum_{n=N}^{M} & \frac{a_{n}}{(1+n z)^{\rho+1}}=\sum_{n=N}^{M} \frac{R_{n}-R_{n+1}}{1+n z} \\
= & \sum_{n=N-1}^{M-1} \frac{R_{n+1}}{1+(n+1) z}-\sum_{n=N}^{M} \frac{R_{n+1}}{1+n z} \\
= & \frac{R_{N}}{1+N z}-\frac{R_{M+1}}{1+M z} \\
& \quad+\sum_{n=N}^{M-1}\left(\frac{1}{1+(n+1) z}-\frac{1}{1+n z}\right) R_{n+1} \\
= & \frac{R_{N}}{1+N z}-\frac{R_{M+1}}{1+M z} \\
& \quad+\sum_{n=N}^{M-1}\left(\frac{1}{|1+(n+1) z|^{2}}-\frac{1}{|1+n z|^{2}}\right) R_{n+1}
\end{aligned}
$$

$$
+z^{*} \sum_{n=N}^{M}\left(\frac{n+1}{|1+(n+1) z|^{2}}-\frac{n}{|1+n z|^{2}}\right) R_{n+1}
$$

so that

$$
\begin{aligned}
& \left|\sum_{n=N}^{M} \frac{a_{n}}{(1+n z)^{p+1}}\right| \leqslant \frac{\left|R_{N}\right|}{|1+N z|}+\frac{\left|R_{M+1}\right|}{|1+M z|} \\
& +\sum_{n=N}^{M-1}\left|\frac{1}{|1+(n+1) z|^{2}}-\frac{1}{|1+n z|^{2}}\right| \\
& \times\left|R_{n+1}\right|+|z| \sum_{n=N}^{M-1} \left\lvert\, \frac{n+1}{|1+(n+1) z|^{2}}\right. \\
& \left.-\frac{n}{|1+n z|^{2}}| | R_{n+1} \right\rvert\, \text {. }
\end{aligned}
$$

Since the series $B_{p}(z)$ converges by our induction hypothesis, then for any $\epsilon_{0}>0$ there exists an $N_{0}$ such that

$$
\begin{equation*}
\left|R_{n}\right|<\epsilon_{0}, \text { for every } n>N_{0} \text { and } z \in T . \tag{C3}
\end{equation*}
$$

It then follows for every $M>N>N_{0}$, that

$$
\begin{align*}
& \left|\sum_{n=N}^{M} a_{n}(1+n z)^{-p-1}\right| \\
& \quad \leqslant \epsilon_{0}\left[|1+N z|^{-1}+|1+M z|^{-1}+S_{1}+r S_{2}\right] \tag{C4}
\end{align*}
$$

where
$S_{1}=\sum_{n=N}^{M-1}| | 1+\left.(n+1) z\right|^{2}-|1+n z|-2 \mid$
and

$$
\begin{equation*}
S_{2}=\sum_{n=N}^{M-1}|(n+1)| 1+\left.(n+1) z\right|^{-2}-n|1+n z|^{-2} \mid . \tag{C6}
\end{equation*}
$$

Let us examine the term $S_{1}$. First we note that the terms within the outermost absolute value signs on the right-hand side of (C5) can be written

$$
\begin{align*}
& \frac{1}{\mid 1+} \begin{array}{l}
\left.(n+1) z\right|^{2}
\end{array}-\frac{1}{|1+n z|^{2}} \\
& \quad=\frac{-2 r \cos \theta-(2 n+1) r^{2}}{|1+(n+1) z|^{2}|1+n z|^{2}} . \tag{C7}
\end{align*}
$$

Thus, it is apparent that these terms are positive (or zero) up to a certain $n=n_{1}-1 \leqslant-\frac{1}{2}-(\cos \theta) / r<n_{1}$, and negative thereafter. Therefore, if $M \leqslant n_{1}$ or $N \geqslant n_{1}$
and if $N<n_{1}<M$

$$
\begin{aligned}
S_{1}= & \sum_{n=N}^{n}\left(|1+(n+1) z|^{-2}-|1+n z|^{-2}\right) \\
& +\sum_{n=n,}^{M}\left(|1+n z|^{-2}-|1+(n+1) z|^{-2}\right) \\
= & 2\left|1+n_{t} z\right|^{-2}-|1+N z|^{-2}-|1+M z|^{-2}
\end{aligned}
$$

In all cases one has
$S_{1} \leqslant \frac{2}{|1+m z|^{2}}, \quad$ where $m=\left\{\begin{array}{lc}M, & \text { for } n_{1} \geqslant M, \\ n_{1}, & \text { for } N<n_{1}<M, \\ N, & \text { for } n_{1} \leqslant N .\end{array}\right.$

Next we consider $S_{2}$. Since

$$
\begin{aligned}
& \frac{n+1}{|1+(n+1) z|^{2}}-\frac{n}{|1+n z|^{2}} \\
& \quad=\frac{1-n(n+1) r^{2}}{|1+(n+1) z|^{2}|1+n z|^{2}},
\end{aligned}
$$

one sees that these terms are positive or zero for $n \leqslant n_{2}-1$ $\leqslant-1 / 2+1\left(4+r^{2}\right)^{-1 / 2} / 2 R<n_{2}$, and negative thereafter. Thus,
$S_{2}=\left|\frac{M}{|1+M z|^{2}}-\frac{N}{|1+N z|^{2}}\right|, \quad$ for $N \geqslant n_{2}$ or $M \leqslant n_{2}$,
$S_{2}=\frac{2 n_{2}}{\left|1+n_{2} z\right|^{2}}-\frac{M}{|1+M z|^{2}}-\frac{N}{|1+N z|^{2}}$,
and thus
for $N<n_{2}<M$,
$S_{2} \leqslant \frac{2 m}{|1+M z|^{2}}, \quad$ where $m=\left\{\begin{array}{lr}M, & \text { for } n_{2} \geqslant M, \\ n_{2}, & \text { for } N<n_{2}<M, \\ N, & \text { for } n_{2} \leqslant N .\end{array}\right.$
To complete the proof one needs upper bounds on $|1+n z|^{-2}$ and $n r|1+n z|^{-2}$ that hold for all $n \geqslant 1$ and $z \in T$. For the first one has

$$
\begin{aligned}
|1+n z|^{2} & =1+2 n r \cos \theta+n^{2} r^{2} \\
& \geqslant 1+2 n r \cos \theta_{0}+n^{2} r^{2}=\sin ^{2} \theta_{0}+\left(\cos \theta_{0}+n r\right)^{2},
\end{aligned}
$$

so that
$|1+n z|^{-2} \leqslant\left(\sin \theta_{0}\right)^{-2}, \quad$ for all $n \geqslant 1$ and $z \in T$.
To obtain an upper bound on the second we observe that $(1-n r)^{-2} \geqslant 0$ and thus
$2 n r(1+\cos \theta) \leqslant 1+2 n r \cos \theta+n^{2} r^{2}=|1+n z|^{2}$, so that
$n r|1+n z|^{-2} \leqslant \frac{1}{2}(1+\cos \theta)^{-1} \leqslant \frac{1}{2}\left(1+\cos \theta_{0}\right)^{-1}$.
From (C8) and (C10) we see that

$$
\begin{equation*}
S_{1} \leqslant 2\left(\sin \theta_{0}\right)^{-2}, \tag{C12}
\end{equation*}
$$

while from (C9) and (C11) we find that

$$
\begin{equation*}
r S_{2} \leqslant\left(1+\cos \theta_{0}\right)^{-1} \tag{C13}
\end{equation*}
$$

Combining (C4), (C10), (C12) and (C13) yields

$$
\begin{align*}
& \left|\sum_{n=N}^{M-1} \frac{a_{n}}{(1+n z)^{p+1}}\right| \\
& \quad \leqslant \epsilon_{0}\left(\frac{2}{\sin \theta_{0}}+\frac{2}{\left(\sin \theta_{0}\right)^{2}}+\frac{1}{1+\cos \theta_{0}}\right) \\
& \quad \equiv \epsilon_{0} h\left(\theta_{0}\right) . \tag{C14}
\end{align*}
$$

Since $h\left(\theta_{0}\right)$ is positive and finite over the range of values of $\theta_{0}$ being considered, it can be seen that for any $\epsilon>0$, if one chooses $\epsilon_{0}=\epsilon / h\left(\theta_{0}\right)$ and selects $N_{0}$ according to the induction hypothesis ( $\mathbf{A} 3$ ), then

$$
\left|\sum_{n=N}^{M-1} \frac{a_{n}}{(1+n z)^{\rho+1}}\right|<\epsilon,
$$

for every choice of $M>N>N_{0}$, and every $z \in T_{0}$. Hence, $B_{p+1}(z)$ satisfies the Cauchy condition for uniform convergence of the series in $T$, and the induction proof is completed.
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#### Abstract

It is shown that the notion of a prolongation structure can be extended to higher dimensions and used to determine inverse scattering problems. The relationship to generalized Lax representations is also considered. The method is illustrated on the selfdual Yang-Mills equations. A generalization to include Grassman algebra valued variables is shown to provide a scattering problem for the supersymmetric sine-Gordon equation.


## 1. INTRODUCTION

In previous work we have attempted to extend the prolongation structure method ${ }^{1-5}$ in two distinct directions. We have tried to generalize and develop the technique in higher dimensions ${ }^{6-9}$ and also to extend it by the inclusion of Grassman algebra valued variables. ${ }^{10}$ In this paper we further explore the development of this approach for the determination of inverse scattering problems in three and four dimensions and illustrate its utility by the construction of an inverse scattering problem for the self dual Yang-Mills equations. ${ }^{11,12}$ We then go on to combine the two approaches in order to determine an inverse scattering problem for the supersymmetric sine-Gordon equation. ${ }^{13-15}$

In Sec. 2 we examine the equations that may be related to a particular type of linear prolongation form in three dimensions, derive in a slightly different way some of the results of Ref. 6, and show the connection to the Lax representation approach of Zakharov and Shabat. ${ }^{16}$

In Sec. 3 we develop the analogous equations for four dimensions and emphasize in particular the relationship to a generalized Lax representation. ${ }^{17}$ We wish to stress the point that the prolongation structure method can allow the direct determination of such a representation from the equations if it exists. The process is not trivially implementable however, and considerable experience and insight is required to implement the method in its current state of development.

To illustrate the direct approach we tackle in Sec. 4 equations of the self-dual Yang-Mills equations in their simplest form due to Yang ${ }^{11}$ and Zakharov and Belavin. ${ }^{12}$ It is not necessary to use this particular complex form, but it does reduce the algebra to a more compact and manageable form which is easier to follow.

In Sec. 5 we link this work to that of Ref. 10 by considering a theory involving superfields. This example is the first of its kind in that it involves not only four dimensions, two of which are fermionic, but also leads to a coordinate dependent prolongation form related to a generalized prolongation structure which is an incomplete graded Lie algebra.

We do not attempt to determine solutions using the scattering problems defined. The purpose of this paper is to
show the all-embracing nature of the prolongation structure idea, as applied to partial differential equations, to determine inverse scattering problems. However, a detailed analysis of the new results of this paper will be presented elsewhere in the context of specific equations.

## 2. LINEAR PROLONGATION FORMS IN THREE DIMENSIONS

Consider linear prolongation forms $\Omega$ of the following structure,

$$
\begin{equation*}
\Omega=\omega_{d} d x^{a} \wedge d \xi+\left(F^{c} \sigma_{c}\right) \xi \tag{2.1}
\end{equation*}
$$

where $\sigma^{c}=\frac{1}{2} \epsilon^{a b c} d x^{a} \wedge d x^{b}$ and the $\omega_{a}$ are a set of constant matrices which commute with one another,

$$
\begin{equation*}
\left[\omega_{a}, \omega_{b}\right]=0, \quad \forall a, b \tag{2.2}
\end{equation*}
$$

In general some coordinate dependence is possible in the $\omega_{a}$ but we will not consider that possibility in this paper in any generality. We will present an example of coordinate dependent $\omega_{a}$ in our construction of an inverse scattering problem for the supersymmetric sine-Gordon equation in Sec. 5.

Taking the exterior derivative of (2.1) gives

$$
\begin{equation*}
d \Omega=\left(d F_{c} \wedge \sigma^{c}\right) \xi+\left(F_{c} \sigma^{c}\right) \wedge d \xi \tag{2.3}
\end{equation*}
$$

If $\eta$ is a 1 -form of the type

$$
\begin{equation*}
\eta=\eta_{a} d x^{a} \tag{2.4}
\end{equation*}
$$

then

$$
\begin{align*}
d \Omega-\eta \wedge \Omega= & \left(d F_{c} \wedge \sigma_{c}-\eta_{c} F_{c} \sigma\right)+\left(F_{c} \sigma_{c}\right. \\
& \left.-\eta_{a} \omega_{b} \epsilon^{a b c} \sigma_{c}\right) \wedge d \xi \tag{2.5}
\end{align*}
$$

where $\sigma=d x^{1} \wedge d x^{2} \wedge d x^{3}$.
We see from (2.5) that $\Omega$ is a prolongation form for the ideal spanned by the elements $\alpha_{i j}$ of the matrix valued 3form $\alpha$ defined by

$$
\begin{equation*}
\alpha=d F_{c} \wedge \sigma_{c}-\eta_{c} F_{c} \sigma \tag{2.6}
\end{equation*}
$$

where $\eta_{a}$ and $F_{c}$ are related by

$$
\begin{equation*}
F_{c}=\eta_{a} \omega_{b} \epsilon^{a b c} \tag{2.7}
\end{equation*}
$$

As $\left[\omega_{a}, \omega_{b}\right]=0$ it follows that we have a constraint on the $F_{a}$ given by

$$
\begin{equation*}
F_{c} \omega_{c}=0 \tag{2.8}
\end{equation*}
$$

If we now suppose that $\omega_{3}$ is invertible, then by redefining $\xi$ it may be taken to be unity. To determine the content of Eq. (2.6), which we would like to express in terms of the $F_{a}$, we must simplify the quantity $\eta_{c} F_{c}$ which occurs. We note that
$\eta_{c} F_{c}=\eta_{1} F_{1}+\eta_{2} F_{2}+\eta_{3}\left(-F_{1} \omega_{1}-F_{2} \omega_{2}\right)$

$$
\begin{align*}
= & \left(\eta_{1}-\eta_{3} \omega_{1}\right) F_{1}+\left(\eta_{2}-\eta_{3} \omega_{2}\right) F_{2} \\
& -\eta_{3}\left(\left[F_{1}, \omega_{1}\right]+\left[F_{2}, \omega_{2}\right]\right) \tag{2.10}
\end{align*}
$$

and so by virtue of Eq. (2.7) we have

$$
\begin{equation*}
\eta_{c} F_{c}=\left[F_{1}, F_{2}\right]-\eta_{3}\left(\left[F_{1}, \omega_{1}\right]+\left[F_{2}, \omega_{2}\right]\right), \tag{2.11}
\end{equation*}
$$

Therefore, if we choose $\omega_{1}$ and $\omega_{2}$ so that

$$
\begin{equation*}
\left[F_{1}, \omega_{1}\right]+\left[F_{2}, \omega_{2}\right]=0, \tag{2.12}
\end{equation*}
$$

our basic 3-form takes the form

$$
\begin{equation*}
\alpha=d F_{c} \wedge \sigma_{c}-\left[F_{1}, F_{2}\right] \sigma \tag{2.13}
\end{equation*}
$$

which is closed and consequently equivalent to a set of partial differential equations. We should also recall that we have the condition imposed upon $\omega_{1}, \omega_{2}$ that,

$$
\begin{equation*}
\left[\omega_{1}, \omega_{2}\right]=0 \tag{2.14}
\end{equation*}
$$

The existence of the nontrivial solution for $\omega_{1}$ and $\omega_{2}$ to (2.12) and (2.14) means that the three-dimensional equations (2.13) have an inverse scattering problem obtained by restricting $\Omega$ to a solution manifold of that system. In that case we obtain the equations

$$
\begin{equation*}
\epsilon_{a b c} \omega_{a} \xi_{, b}=-F_{c} \xi \tag{2.15}
\end{equation*}
$$

which for $c=1,2$ are

$$
\begin{equation*}
\xi_{, 2}-\omega_{2} \xi_{, 3}=F_{1} \xi \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi_{, 1}-\omega_{1} \xi_{.3}=-F_{2} \xi \tag{2.17}
\end{equation*}
$$

corresponding to the equation

$$
\begin{equation*}
F_{c, c}=\left[F_{1}, F_{2}\right] \tag{2.18}
\end{equation*}
$$

which may be reduced to

$$
\begin{equation*}
\partial_{1} F_{1}+\partial_{2} F_{2}-\partial_{3}\left(\omega_{1} F_{1}+\omega_{2} F_{2}\right)=\left[F_{1}, F_{2}\right] \tag{2.19}
\end{equation*}
$$

by use of (2.8).
Clearly we have shown that these equations have the generalized Lax form

$$
\begin{equation*}
\left[L_{1}, L_{2}\right]=0 \tag{2.20}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{1}=\partial_{2}-\omega_{2} \partial_{3}-F_{1}  \tag{2.21}\\
& L_{2}=\partial_{1}-\omega_{1} \partial_{3}+F_{2} \tag{2.22}
\end{align*}
$$

and $\omega_{1}$ and $\omega_{2}$ are any pair of constant commuting matrices having the additional property that

$$
\begin{equation*}
\left[\omega_{1}, F_{1}\right]+\left[\omega_{2}, F_{2}\right]=0 \tag{2.23}
\end{equation*}
$$

The principal interest lies in the case where the $\omega_{a}$ are either
matrices and/or parameter dependent. For example, if we take

$$
\begin{equation*}
\omega_{1}=\lambda \text { and } \omega_{2}=\lambda^{2} \tag{2.24}
\end{equation*}
$$

and

$$
\begin{align*}
& F_{1}=A_{2}-\lambda^{2} A_{3},  \tag{2.25}\\
& F_{2}=A_{3} \lambda-A_{1}  \tag{2.26}\\
& F_{3}=A_{1} \lambda^{2}-A_{2} \lambda, \tag{2.27}
\end{align*}
$$

which conforms to the constraint (2.8) which in this case is expressed in the form

$$
\begin{equation*}
F_{3}+\lambda F_{1}+\lambda^{2} F_{2}=0 \tag{2.28}
\end{equation*}
$$

Equations (2.19) then become

$$
\begin{equation*}
F_{a b}=A_{a, b}-A_{b, a}+\left[A_{a}, A_{b}\right]=0 \quad(a, b=1,2,3) \tag{2.29}
\end{equation*}
$$

the vanishing of the Yang-Mills fields in three dimensions. It should be recalled that this gives only special solutions because only in the case of self dual fields in four dimensions is $F_{a b}=0$ equivalent to the full field equations. However, we have obtained an interesting inverse scattering problem for the $\mathrm{SU}(2)$ Yang-Mills equation $F_{a b}=0$ in threee dimensions which is given by

$$
\begin{align*}
& \xi_{, 2}-\lambda^{2} \xi_{, 3}=\left(A_{2}-\lambda^{2} A_{3}\right) \xi,  \tag{2.30}\\
& \xi_{, 1}-\lambda \xi_{, 3}=\left(A_{1}-\lambda A_{3}\right) \xi . \tag{2.31}
\end{align*}
$$

## 3. LINEAR PROLONGATION FORMS IN FOUR DIMENSIONS

Consider a linear prolongation form $\Omega$ of the type

$$
\begin{equation*}
\Omega=\frac{1}{2}\left(\omega_{a b} d x^{a} \wedge d x^{b}\right) \wedge d \xi+F_{c} \sigma^{c} \xi \tag{3.1}
\end{equation*}
$$

where $\sigma^{d}=(1 / 6) \epsilon^{a b c d} d x^{a} \wedge d x^{b} \wedge d x^{c}$ and $\omega_{a b}$ are constants. The general case of matrix valued $\omega_{a b}$ is more difficult and will only be considered in a special case. Taking the exterior derivative of (3.1) we obtain,

$$
\begin{equation*}
d \Omega=d F_{c} \wedge \sigma^{c} \xi+F_{c} \sigma^{c} \wedge d \xi \tag{3.2}
\end{equation*}
$$

If $\eta$ is a 1 -form of the type

$$
\begin{equation*}
\eta=\eta_{a} d x^{a} \tag{3.3}
\end{equation*}
$$

then

$$
\begin{align*}
d \Omega-\eta \wedge \Omega= & \left(-F_{c} \sigma^{c}-\frac{1}{2} \epsilon_{a b c d} \eta_{c} \omega_{a b} \sigma_{d}\right) \wedge d \xi \\
& +\left(d F_{c} \wedge \sigma_{c}-\eta_{c} F_{c} \sigma\right) \xi \tag{3.4}
\end{align*}
$$

and so we see that $\Omega$ is a prolongation form for the ideal spanned by the elements $\alpha_{i j}$ of the matrix valued 4-form $\alpha$ defined by
$\alpha=d F_{c} \wedge \sigma_{c}-\eta_{c} F_{c} \sigma, \quad$ where $\sigma=d x^{1} \wedge d x^{2} \wedge d x^{3} \wedge d x^{4}$,
and $\eta_{c}$ and $F_{a}$ are connected by the relationship

$$
\begin{equation*}
F_{d}=-\frac{1}{2} \epsilon_{a b c d} \eta_{c} \omega_{a b}=\tilde{\omega}_{d c} \eta_{c}, \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\omega}_{d c}=\frac{1}{2} \epsilon_{a b d c} \omega_{a b}=\frac{1}{2} \epsilon_{d c a b} \omega_{a b} . \tag{3.7}
\end{equation*}
$$

The most interesting cases arise when the matrix $\tilde{\omega}_{d c}$ is singu-
lar and we restrict our attention in this paper to the case when $\tilde{\omega}_{d c}$ is of rank 2. The explicit form of $\tilde{\omega}$ is given by

$$
\tilde{\omega}=\left(\begin{array}{cccc}
0 & \omega_{34} & \omega_{42} & \omega_{23}  \tag{3.8}\\
-\omega_{34} & 0 & \omega_{14} & \omega_{31} \\
-\omega_{42} & -\omega_{14} & 0 & \omega_{12} \\
-\omega_{23} & -\omega_{31} & -\omega_{12} & 0
\end{array}\right) .
$$

If we take the first two rows as independent, then there exist $r_{i}$ such that

$$
\begin{equation*}
r_{1}\left(0, \omega_{34}, \omega_{42}, \omega_{23}\right)+r_{2}\left(\omega_{34}, 0, \omega_{14}, \omega_{31}\right)=\left(-\omega_{42},-\omega_{14}, 0, \omega_{12}\right) \tag{3.9}
\end{equation*}
$$

and

$$
\begin{gather*}
r_{3}\left(0, \omega_{34}, \omega_{42}, \omega_{23}\right)+r_{4}\left(-\omega_{34}, 0, \omega_{14}, \omega_{31}\right) \\
=\left(-\omega_{23},-\omega_{31},-\omega_{12}, 0\right) \tag{3.10}
\end{gather*}
$$

we easily find that

$$
\begin{array}{ll}
r_{2}=\frac{\omega_{42}}{\omega_{34}}, & r_{1}=-\frac{\omega_{14}}{\omega_{34}} \\
r_{4}=\frac{\omega_{23}}{\omega_{34}}, & r_{3}=-\frac{\omega_{31}}{\omega_{34}} \tag{3.12}
\end{array}
$$

and

$$
\begin{equation*}
\omega_{31} \omega_{42}-\omega_{14} \omega_{23}=\omega_{12} \omega_{34} \tag{3.13}
\end{equation*}
$$

From (3.6) we then obtain

$$
\begin{align*}
& F_{3}=r_{1} F_{1}+r_{2} F_{2},  \tag{3.14}\\
& F_{4}=r_{3} F_{1}+r_{4} F_{2} . \tag{3.15}
\end{align*}
$$

As in Sec. 2 we need to analyze the term $\left(\eta_{c} F_{c}\right)$ in $\alpha$ and we see that

$$
\begin{align*}
\eta_{c} F_{c}= & \eta_{1} F_{1}+\eta_{2} F_{2}+\eta_{3}\left(r_{1} F_{1}+r_{2} F_{2}\right)+\eta_{4}\left(r_{3} F_{1}+r_{4} F_{2}\right) \\
= & \left(\eta_{1}+\eta_{3} r_{1}+\eta_{4} r_{3}\right) F_{1}+\left(\eta_{2}+r_{2} \eta_{3}+r_{4} \eta_{4}\right) F_{2} \\
= & \frac{1}{\omega_{34}}\left\{\left[+\omega_{34} \eta_{1}-\omega_{14} \eta_{3}-\omega_{31} \eta_{4}\right] F_{1}\right. \\
& \left.+\left[\omega_{34} \eta_{2}+\omega_{42} \eta_{3}+\omega_{23} \eta_{4}\right] F_{2}\right\} . \tag{3.16}
\end{align*}
$$

From (3.6) we have

$$
\begin{align*}
& F_{1}=\omega_{34} \eta_{2}+\omega_{42} \eta_{3}+\omega_{23} \eta_{4},  \tag{3.17}\\
& F_{2}=-\omega_{34} \eta_{1}+\omega_{14} \eta_{3}+\omega_{31} \eta_{4} . \tag{3.18}
\end{align*}
$$

Therefore, we have

$$
\begin{equation*}
\eta_{c} F_{c}=\frac{1}{\omega_{34}}\left[F_{1}, F_{2}\right] . \tag{3.19}
\end{equation*}
$$

Without loss of generality we can choose $\omega_{34}=1$, and our equation for $\alpha$ becomes

$$
\begin{equation*}
\alpha=d F_{c} \wedge \sigma_{c}-\left[F_{1}, F_{2}\right] \sigma \tag{3.20}
\end{equation*}
$$

and the elements $\alpha_{i j}$ generate a closed ideal. The corresponding field equations are therefore
$F_{c, c}=\left[F_{1}, F_{2}\right]$
or
$F_{1,1}+F_{2,2}-\left(r_{1} F_{1}+r_{2} F_{2}\right)_{, 3}-\left(r_{3} F_{1}+r_{4} F_{2}\right)_{, 4}=\left[F_{1}, F_{2}\right]$,

$$
\begin{equation*}
\left(F_{1,1}-r_{1} F_{1,3}-r_{3} F_{1,4}\right)+\left(F_{2,2}-r_{2} F_{2,3}-r_{4} F_{2,4}\right)=\left[F_{1}, F_{2}\right] \tag{3.22}
\end{equation*}
$$

Again the equations have a generalized Lax representation

$$
\begin{equation*}
\left[L_{1}, L_{2}\right]=0 \tag{3.23}
\end{equation*}
$$

with

$$
\begin{equation*}
L_{1}=\left(\partial_{2}-r_{2} \partial_{3}-r_{4} \partial_{4}-F_{1}\right) \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{2}=\left(\partial_{1}-r_{1} \partial_{3}-r_{3} \partial_{4}+F_{2}\right) \tag{3.25}
\end{equation*}
$$

and so if we introduce the definitions of the $r_{i}$ we obtain

$$
\begin{align*}
& L_{1}=\left(\partial_{2}-\omega_{42} \partial_{3}-\omega_{23} \partial_{4}-F_{1}\right),  \tag{3.26}\\
& L_{2}=\left(\partial_{1}+\omega_{14} \partial_{3}+\omega_{31} \partial_{4}+F_{2}\right), \tag{3.27}
\end{align*}
$$

where condition (3.13) simply defines $\omega_{12}$ to be given by

$$
\begin{equation*}
\omega_{12}=\omega_{31} \omega_{42}-\omega_{14} \omega_{23} \tag{3.28}
\end{equation*}
$$

which places no constraint on the coefficients $\omega_{42^{2}} \cdot \omega_{23^{3}} \omega_{14} \cdot \omega_{31}$ which appear in $L_{1}$ and $L_{2}$.

We can easily allow the $\omega_{a b}$ in this special case to be matrix valued if we add in the additional constraints that

$$
\begin{equation*}
\left[\omega_{a b}, \omega_{c d}\right]=0 \tag{3.29}
\end{equation*}
$$

and taking $\omega_{34}=I$ the identity matrix the analogue of (2.23) is

$$
\begin{equation*}
\left[\omega_{14}, F_{1}\right]=\left[\omega_{42}, F_{2}\right], \tag{3.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\omega_{31}, F_{1}\right]=\left[\omega_{23}, F_{2}\right], \tag{3.31}
\end{equation*}
$$

together with the definition of $\omega_{12}$ as

$$
\begin{equation*}
\omega_{12}=\left(\omega_{42} \omega_{31}-\omega_{14} \omega_{23}\right) \tag{3.32}
\end{equation*}
$$

These equations greatly generalize some of those presented in Ref. 9.

We could go on to determine that the analog of the free Yang-Mills fields that arise in our study of three-dimensional examples in Sec. 2 are the self-dual Yang-Mills equations. Rather than adopt the same approach we attempt in the following section to show how one may, by using the prolongation method ideas, derive an inverse scattering problem for the self-dual Yang-Mills equations directly from the equations themselves.

## 4. THE SELF-DUAL YANG-MILLS EQUATIONS

The self-dual Yang-Mills fields expressed in the complex coordinates introduced by Yang ${ }^{11}$ and Zakharov and Belavin ${ }^{12}$ take the form
$\partial_{z_{1}} B_{2}-\partial_{z_{2}} B_{1}+\left[B_{1}, B_{2}\right]=0$,
$\partial_{\bar{z}_{1}} B_{2}^{+}-\partial_{\bar{z}_{2}} B_{1}^{+}+\left[B_{2}^{+}, B_{1}^{+}\right]=0$,
$\partial_{z_{1}} B_{1}^{+}+\partial_{z_{2}} B_{2}^{+}+\partial_{\bar{z}_{1}} B_{1}+\partial_{\bar{z}_{2}} B_{2}+\left[B_{1}, B_{1}^{+}\right]+\left[B_{2}, B_{2}^{+}\right]$

$$
\begin{equation*}
=0 \tag{4.3}
\end{equation*}
$$

and may be expressed by the closed ideal of 4-forms spanned by the forms $\alpha_{i}$ defined by
$\alpha_{1}=\left(d B_{1} \wedge d z_{1}+d B_{2} \wedge d z_{2}+\left[B_{1}, B_{2}\right] d z_{1} \wedge d z_{2}\right) d \bar{z}_{1} \wedge d \bar{z}_{2}$,
$\alpha_{2}=\left(d B_{1}^{+} \wedge d \bar{z}_{1}+d B_{2}^{+} \wedge d \bar{z}_{2}\right.$

$$
\begin{equation*}
\left.+\left[B_{2}^{+}, B_{1}^{+}\right] d \bar{z}_{1} \wedge d \bar{z}_{2}\right) d z_{1} \wedge d z_{2} \tag{4.5}
\end{equation*}
$$

$\alpha_{3}=\left(d B_{1}^{+} \wedge d z_{2}-d B_{2}^{+} \wedge d z_{1}\right) \wedge d \bar{z}_{1} \wedge d \bar{z}_{2}+\left(d B_{1} \wedge d \bar{z}_{2}\right.$

$$
\begin{equation*}
\left.-d B_{2} \wedge d \bar{z}_{1}\right) \wedge d z_{1} \wedge d z_{2}+\left(\left[B_{1}, B_{1}^{+}\right]+\left[B_{2}, B_{2}^{+}\right]\right) \sigma \tag{4.6}
\end{equation*}
$$

where $\sigma=d z_{1} \wedge d z_{2} \wedge d \bar{z}_{1} \wedge d \bar{z}_{2}$.
Consider a linear prolongation form $\Omega$ having the structure

$$
\Omega=d \xi \wedge\left(\omega_{12} d z_{1} \wedge d z_{2}+\omega_{11} d z_{1} \wedge d \bar{z}_{1}+\omega_{12} d z_{1} \wedge d \bar{z}_{2}\right.
$$

$$
\left.+\omega_{2 \overline{1}} d z_{2} \wedge d \bar{z}_{1}+\omega_{2 \overline{2}} d z_{2} \wedge d \bar{z}_{2}+\omega_{1 \overline{2}} d z_{1} \wedge d \bar{z}_{2}\right)
$$

$$
+\left(F_{1} d z_{2} \wedge d \bar{z}_{1} \wedge d \bar{z}_{2}+F_{2} d z_{1} \wedge d \bar{z}_{1} \wedge d \bar{z}_{2}+F_{\overline{1}} d z_{1} \wedge d z_{2}\right.
$$

$$
\begin{equation*}
\left.\wedge d \bar{z}_{2}+F_{\overline{2}} d z_{1} \wedge d z_{2} \wedge d \bar{z}_{1}\right) \xi \tag{4.7}
\end{equation*}
$$

where the $\omega_{a b}$ are scalars. The requirement that $\Omega$ prolong the ideal $\left\langle\alpha_{1}, \alpha_{2}, \alpha_{3}\right\rangle$ spanned by $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ is

$$
\begin{equation*}
d \Omega=f^{i} \alpha_{i}+\left(\eta_{1} d z_{1}+\eta_{2} d z_{2}+\eta_{\overline{1}} d \bar{z}_{1}+\eta_{\overline{2}} d \bar{z}_{2}\right) \wedge \Omega, \tag{4.8}
\end{equation*}
$$

and this shows us that we must have

$$
\begin{align*}
& F_{1}=F_{1}\left(B_{2}, B_{1}^{+}\right),  \tag{4.9}\\
& F_{2}=F_{2}\left(B_{1}, B_{2}^{+}\right),  \tag{4.10}\\
& F_{\bar{\imath}}=F_{\bar{\imath}}\left(B_{1}, B_{2}^{+}\right),  \tag{4.11}\\
& F_{\bar{Z}}=F_{\overline{2}}\left(B_{2}, B_{1}^{+}\right),  \tag{4.12}\\
& F_{1^{\prime} B_{2}}=F_{2^{\prime} B_{1}}  \tag{4.13}\\
& F_{\overline{1}^{\prime} B_{2}^{\prime}}=F_{\overline{2}^{\prime} B_{1}^{\prime}}  \tag{4.14}\\
& F_{1^{\prime} B_{1}^{\prime}}=F_{\overline{1}^{\prime}, B_{1}}=-F_{\overline{2}^{\prime} B_{2}}=-F_{2^{\prime} B_{2}^{\prime}}, \tag{4.15}
\end{align*}
$$

the relationships

$$
\begin{align*}
& F_{1}=-\omega_{\overline{1} \overline{\overline{1}}} \eta_{2}+\omega_{2 \overline{2}} \eta_{\overline{1}}-\omega_{2 \overline{1}} \eta_{\overline{2}},  \tag{4.16}\\
& F_{1}=-\omega_{\overline{\overline{1}}} \eta_{1}+\omega_{1 \overline{2}} \eta_{\overline{1}}-\omega_{1 \overline{1}} \eta_{\overline{2}},  \tag{4.17}\\
& F_{\overline{1}}=-\omega_{2 \overline{2}} \eta_{1}+\omega_{1 \overline{2}} \eta_{2}-\omega_{12} \eta_{\overline{2}},  \tag{4.18}\\
& F_{\overline{2}}=-\omega_{21} \eta_{1}+\omega_{1 \overline{1}} \eta_{2}-\omega_{12} \eta_{\overline{1}}, \tag{4.19}
\end{align*}
$$

and the central equation

$$
\begin{align*}
& {\left[B_{1}, B_{2}\right] F_{1^{\prime} B}+\left[B_{2}^{+}, B_{1}^{+}\right] F_{\overline{1}^{\prime} B_{2}^{\prime}}+F_{1^{\prime} B_{1}^{\prime}}\left\{\left[B_{1}, B_{1}^{+}\right]\right.} \\
& \left.\quad+\left[B_{2}, B_{2}^{+}\right]\right\}=\left(\eta_{1} F_{1}-\eta_{2} F_{2}+\eta_{\overline{1}} F_{\overline{1}}-\eta_{\overline{2}} F_{\overline{2}}\right) \tag{4.20}
\end{align*}
$$

From (4.9)-(4.15) we see that possible forms for $F_{1}, F_{2}, F_{\overline{1}}$. and $F_{\overline{2}}$ are

$$
\begin{align*}
& F_{1}=\left(x_{1} B_{2}+x_{2} B_{1}^{+}\right),  \tag{4.21}\\
& F_{2}=\left(x_{1} B_{1}-x_{2} B_{2}^{+}\right),  \tag{4.22}\\
& F_{\overline{1}}=\left(x_{2} B_{1}+x_{3} B_{2}^{+}\right), \tag{4.23}
\end{align*}
$$

$$
\begin{equation*}
F_{\overline{2}}=\left(-x_{2} B_{2}+x_{3} B_{1}^{+}\right), \tag{4.24}
\end{equation*}
$$

where the $x_{i}$ are scalars. In order to reduce the algebra of the general case we make the additional ansatz consistent with (4.21)-(4.24), that

$$
\begin{align*}
& F_{\overline{1}}=\lambda F_{2},  \tag{4.25}\\
& F_{\overline{2}}=-\lambda F_{1}, \tag{4.26}
\end{align*}
$$

which is equivalent to

$$
\begin{equation*}
x_{2}=+\lambda x_{1} \quad \text { and } \quad x_{3}=-\lambda x_{2} . \tag{4.27}
\end{equation*}
$$

This in not necessary but greatly reduces the required algebra and leads to useful, if not most general, results.

The term ( $\eta_{1} F_{1}-\eta_{2} F_{2}+\eta_{\overline{1}} F_{\overline{1}}-\eta_{\overline{2}} F_{\overline{2}}$ ) must be converted into commutation relations between the $F_{a}$ if the normal prolongation ideas are to be used. Using our ansatz (4.25)-(4.26) this term becomes

$$
\left(\eta_{1}+\lambda \eta_{\overline{2}}\right) F_{1}+\left(\lambda \eta_{\overline{1}}-\eta_{2}\right) F_{2},
$$

and we need to express the combinations ( $\eta_{1}+\lambda \eta_{\overline{2}}$ ) and ( $\lambda \eta_{\overline{1}}-\eta_{2}$ ) in terms of the $F_{\alpha}$ if we are to obtain a Lie alge-bra-like structure. Equations (4.16)-(4.19) give

$$
\begin{aligned}
& \eta_{1}\left(\omega_{2 \overline{2}}-\lambda \omega_{\overline{1} \overline{2}}\right)-\eta_{2} \omega_{1 \overline{2}}+\eta_{\overline{2}}\left(\omega_{12}-\lambda \omega_{1 \overline{1}}\right)=0,(4.28) \\
& \eta_{1} \omega_{21}+\eta_{2}\left(\lambda \omega_{\overline{1} \overline{2}}-\omega_{1 \overline{1}}\right)+\eta_{\overline{1}}\left(\omega_{12}-\lambda \omega_{2 \overline{2}}\right)=0 .
\end{aligned}
$$

These are solved by the relations

$$
\begin{align*}
& \omega_{2 \overline{2}}=\lambda \omega_{\overline{1 \overline{2}}}  \tag{4.30}\\
& \omega_{1 \overline{2}}=0=\omega_{21}  \tag{4.31}\\
& \omega_{12}=\lambda \omega_{1 \overline{1}}=\lambda \omega_{2 \overline{2}} \tag{4.32}
\end{align*}
$$

in which case (4.16) and (4.17) become

$$
\begin{align*}
& F_{1}=-\omega_{\overline{1} \overline{2}}\left(\eta_{2}-\lambda \eta_{\overline{1}}\right),  \tag{4.33}\\
& F_{2}=-\omega_{\overline{1} \overline{2}}\left(\eta_{1}+\lambda \eta_{\overline{2}}\right), \tag{4.34}
\end{align*}
$$

and so we are able to express the quantity

$$
\left(\eta_{1} F_{1}-\eta_{2} F_{2}+\eta_{\overline{1}} F_{\overline{1}}-\dot{\eta}_{\overline{2}} F_{\overline{2}}\right) \text { as }
$$

$$
-\left(\omega_{\overline{1} \overline{2}}\right)^{-1}\left[F_{2}, F_{1}\right]
$$

Clearly we can take $\omega_{\overline{1} \bar{\Sigma}}=1$ without loss of generality and so the essential equation (4.20) becomes

$$
\begin{align*}
& {\left[B_{1}, B_{2}\right] F_{1^{\prime} B_{2}}+\left[B_{2}^{+}, B_{1}^{+}\right] F_{1^{\prime} B_{2}^{\prime}}+F_{1^{\prime} B_{1}^{\prime}}\left\{\left[B_{1}, B_{1}^{+}\right]\right.} \\
& \left.\quad+\left[B_{2}, B_{2}^{+}\right]\right\}+\left[F_{2}, F_{1}\right]=0 . \tag{4.35}
\end{align*}
$$

From the forms (4.21)-(4.24) with condition (4.27) we get $F_{1, B_{2}}=x_{1}, \quad F_{1, B_{i}^{\prime}}=x_{2}=+\lambda x_{1}, \quad F_{\overline{1}, B_{2}^{2}}=x_{3}=-\lambda^{2} x_{1}$ and (4.35) becomes

$$
\begin{align*}
& \left(x_{1}+x_{1}^{2}\right)\left\{\left[B_{1}, B_{2}\right]+\lambda\left\{\left[B_{1}, B_{1}^{+}\right]+\left[B_{2}, B_{2}^{+}\right]\right\}\right. \\
& \left.\quad+\lambda^{2}\left[B_{1}^{+}, B_{2}^{+}\right]\right\}=0 \tag{4.36}
\end{align*}
$$

which is satisfied for arbitrary $\lambda$ if $x_{1}+x_{1}^{2}=0$ and $x_{1}=-1$. We have therefore obtained a prolongation form which looks as follows,
$\Omega=d \xi \wedge\left(d \bar{z}_{1} \wedge d \bar{z}_{2}+\lambda\left(d z_{1} \wedge d \bar{z}_{1}+d z_{2} \wedge d \bar{z}_{2}\right)+\lambda^{2} d z_{1}\right.$

$$
\begin{align*}
& \left.\wedge d z_{2}\right)-d z_{2} \wedge d \bar{z}_{1} \wedge\left(d \bar{z}_{2}-\lambda d z_{1}\right)\left(B_{2}+\lambda B_{1}^{+}\right) \xi \\
& +d z_{1} \wedge d \bar{z}_{2} \wedge\left(d \bar{z}_{1}+\lambda d z_{2}\right)\left(B_{1}-\lambda B_{2}^{+}\right) \xi \tag{4.37}
\end{align*}
$$

If we section this onto a solution manifold of the self-dual Yang-Mills equations we obtain the equations

$$
\begin{align*}
& \xi_{z_{1}}+\lambda \xi_{\bar{z}_{2}}=\left(B_{1}-\lambda B_{2}^{+}\right) \xi,  \tag{4.38}\\
& \xi_{z_{2}}+\lambda \xi_{\bar{z}_{1}}=\left(B_{2}+\lambda B_{1}^{+}\right) \xi, \tag{4.39}
\end{align*}
$$

If we denote by $D_{1}$ and $D_{2}$ the differential operators $D_{1}=\partial_{z_{1}}+\lambda \partial_{\bar{z}_{2}}$ and $D_{2}=\partial_{z_{2}}-\lambda \partial_{\bar{z}_{1}}$ we have

$$
\begin{align*}
& D_{1} \xi=\left(B_{1}-\lambda B_{2}^{+}\right) \xi,  \tag{4.40}\\
& D_{2} \xi=\left(B_{2}+\lambda B_{1}^{+}\right) \xi, \tag{4.41}
\end{align*}
$$

and the integrability conditions $D_{1} D_{2}=D_{2} D_{1}$ give

$$
\begin{align*}
& D_{2}\left(B_{1}-\lambda B_{2}^{+}\right)-D_{1}\left(B_{2}+\lambda B_{1}^{+}\right) \\
& \quad-\left[\left(B_{1}-\lambda B_{2}^{+}\right),\left(B_{2}+\lambda B_{1}^{+}\right)\right]=0, \tag{4.42}
\end{align*}
$$

which is equivalent to

$$
\begin{align*}
\left\{B_{1,2}\right. & \left.-B_{2,1}-\left[B_{1}, B_{2}\right]\right\}+\lambda\left\{-B_{2,2}^{+}-B_{1, \overline{1}}-B_{1,1}^{+}-B_{2, \overline{2}}\right. \\
& \left.-\left[B_{1}, B_{1}^{+}\right]-\left[B_{2}, B_{2}^{+}\right]\right\}+\lambda^{2}\left\{B_{2, \overline{1}}^{+}-B_{1, \overline{2}}^{+}\right. \\
& \left.+\left[B_{2}^{+}, \boldsymbol{B}_{1}^{+}\right]\right\}=0, \tag{4.43}
\end{align*}
$$

and satisfied for all $\lambda$ if $B_{\alpha}$ is a solution of the self dual YangMills equation. Belavin and Zakharov have recently shown ${ }^{12}$ how this inverse scattering problem may be used to construct instanton solutions for this set of equations. Drawing on the experience gained from this example we will now show how a $\omega_{a b}$ constructed from super fields may be used to determine an inverse scattering problem for the super-symmetric sine-Gordon equation.

## 5. THE SUPERSYMMETRIC SINE-GORDON EQUATION

A natural way of incorporating fermions into a model is via a supersymmetric extension. The model which results from the completely integrable sine-Gordon equation was considered by Di Vecchia and Ferrara ${ }^{14}$ and Hruby ${ }^{15}$ and shown to have the interesting property that instanton and soliton solutions remain along with other attractive properties.

The model is defined by the action in superspace given by

$$
\begin{equation*}
\int d^{2} x d^{2} \theta\left(-\frac{1}{2} i \Phi D_{2} D_{1} \Phi+m \cos \Phi\right), \tag{5.10}
\end{equation*}
$$

where $D_{1}$ and $D_{2}$ are defined below and which yields the superfield equation of motion

$$
\begin{equation*}
D_{2} D_{1} \Phi=i m \sin \Phi . \tag{5.2}
\end{equation*}
$$

$\Phi$ is the superfield with components $\phi, \psi$, and $F$ defined by

$$
\begin{equation*}
\Phi(x, \theta)=\phi(x)+i \bar{\theta} \psi(x)+\frac{1}{2} i \bar{\theta} \theta F(x) \tag{5.3}
\end{equation*}
$$

in terms of which the field equation (5.2) can be expressed as

$$
\begin{align*}
F= & -m \sin \phi, \quad \partial \psi=-m \psi \cos \phi,  \tag{5.4}\\
\square \phi & =-m\left(F \cos \phi+\frac{1}{2} i \bar{\psi} \psi \sin \phi\right) \\
& =\frac{1}{2}\left(m^{2} \sin 2 \phi-i m \bar{\psi} \psi \sin \phi\right) . \tag{5.5}
\end{align*}
$$

We will now show how an inverse scattering problem can be constructed for such an equation. Let us take as defin-। ing forms

$$
\begin{align*}
\alpha_{1}= & \left(d \theta_{1} \wedge d x \wedge d T+i d \theta_{1} \wedge d \theta_{2} \wedge d T \theta_{2}\right) \wedge d P \\
& +i m \sin \phi \sigma,  \tag{5.6}\\
\alpha_{2}= & \left(d \theta_{2} \wedge d x \wedge d T+i d \theta_{1} \wedge d \theta_{2} \wedge d x \theta_{1}\right) \wedge d \phi \\
& -\sigma P \tag{5.7}
\end{align*}
$$

where $\sigma=d \theta_{1} \wedge d \theta_{2} \wedge d x \wedge d T$; where the fermionic fields are concerned we are using left derivatives, so for example,

$$
\begin{equation*}
d P=\left(d \theta_{1} P_{\theta_{1}}+d \theta_{2} P_{\theta_{2}}+d x P_{x}+d T P_{T}\right) \tag{5.8}
\end{equation*}
$$

where $P_{\theta_{1}}$ is the left derivative of $P$ defined uniquely by

$$
\begin{equation*}
P=\theta_{1} P_{\theta_{1}}+\text { terms independent of } \theta_{1} . \tag{5.9}
\end{equation*}
$$

Sectioning these forms yields
$\tilde{\alpha}_{1}=\sigma\left\{\left(P_{\theta_{2}}-i \theta_{2} P_{x}\right)-i m \sin \phi\right\}=0$,
or $\quad D_{2}=\operatorname{im} \sin \phi$,
where

$$
\begin{align*}
& D_{2} \psi=-\psi_{\theta_{2}}+i \theta_{2} \psi_{, x}  \tag{5.11}\\
& \tilde{\alpha}_{2}=\sigma\left\{\left(\phi_{\theta_{1}}+i \theta_{1} \phi_{T}\right)-P\right\}=0, \text { or } P=D_{1} \phi,
\end{align*}
$$

where

$$
\begin{equation*}
D_{1} \psi=\psi_{\theta_{1}}+i \theta_{1} \psi_{, T} . \tag{5.12}
\end{equation*}
$$

Thus the closed ideal $\left\langle\alpha_{1}, \alpha_{2}\right\rangle$ spanned by $\alpha_{1}$ and $\alpha_{2}$ is completely equivalent to the supersymmetric sine-Gordon equation

$$
\begin{equation*}
D_{2} D_{1} \phi=i m \sin \phi, \tag{5.13}
\end{equation*}
$$

and we note that the operators $D_{1}$ and $D_{2}$ anticommute $\left\{D_{1}, D_{2}\right\}=0$. Consider a prolongation term $\Omega$ having the structure

$$
\begin{align*}
\Omega= & \left(d x \wedge d T-d \theta_{1} \wedge d x \beta d \theta_{2} \wedge d T+\gamma d \theta_{1} \wedge d \theta_{2}\right) \wedge d \xi \\
& +\left[d \theta_{1} \wedge d x \wedge d T+d \theta_{1} \wedge d \theta_{2} \wedge d T \beta\right] F \xi \\
& +\left[d \theta_{2} \wedge d x \wedge d T+d \theta_{1} \wedge d \theta_{2} \wedge d x \alpha\right] G \xi \tag{5.14}
\end{align*}
$$

where $F=x_{1}+P x_{2}, G=\sin \phi x_{3}+\cos \phi x_{4}$ and $\alpha=i \theta_{1}$, $\beta=i \theta_{2}$, and $\gamma=-\alpha \beta=+\theta_{1} \theta_{2}$. Clearly $x_{1}$ and $x_{2}$ may be functions of $\theta_{1}$, and $x_{3}$ and $x_{4}$ functions of $\theta_{2}$ without affecting the calculation. We then easily determine that

$$
\begin{align*}
-d \Omega= & \left(d \theta_{1} \wedge d x \wedge d T+d \theta_{1} \wedge d \theta_{2} \wedge d T \beta\right) \\
& \wedge\left(\epsilon x_{1}-P \epsilon x_{2}\right) d \xi+\left(d \theta_{2} \wedge d x \wedge d T\right. \\
& \left.+d \theta_{1} \wedge d \theta_{2} \wedge d x \alpha\right) \wedge\left(\sin \phi \epsilon x_{3}+\cos \phi \epsilon x_{4}\right) d \xi \\
& +\left(d \theta_{1} \wedge d x \wedge d T+d \theta_{1} \wedge d \theta_{2} \wedge d T \beta\right) \wedge d P x_{2} \xi \\
& +\left(d \theta_{2} \wedge d x \wedge d T+d \theta_{1} \wedge d \theta_{2} \wedge d x \alpha\right) \wedge d \phi \\
& \times\left(\cos \phi x_{3}-\sin \phi x_{4}\right) \xi \tag{5.15}
\end{align*}
$$

where for a matrix $M$ which may be split into boson and fermion parts $M_{B}$, and $M_{F}$, so that $M=M_{B}+M_{F}$ we define $\epsilon M$ to be given by

$$
\epsilon M \stackrel{\text { def }}{=} M_{B}-M_{F}
$$

In terms of the forms $\alpha_{1}, \alpha_{2}$ we have

$$
\begin{aligned}
-d \Omega= & \alpha_{1} x_{2} \xi+\alpha_{2}\left(\cos \phi x_{3}-\sin \phi x_{4}\right) \xi \\
& -i m \sin \phi \sigma x_{2} \xi+\sigma P\left(\cos \phi x_{3}-\sin \phi x_{4}\right) \xi \\
& +\left(d \theta_{1} \wedge d x \wedge d T+d \theta_{1} \wedge d \theta_{2} \wedge d T \beta\right)
\end{aligned}
$$

$$
\begin{align*}
& \times\left(\epsilon x_{1}-P \epsilon x_{2}\right) d \xi+\left(d \theta_{2} \wedge d x \wedge d T\right. \\
& \left.+d \theta_{1} \wedge d \theta_{2} \wedge d x \alpha\right) \wedge\left(\sin \phi \epsilon x_{3}+\cos \phi \epsilon x_{4}\right) \delta \xi \tag{5.17}
\end{align*}
$$

If $\eta$ is a 1 -form given as

$$
\begin{equation*}
\eta=n_{1} d \theta_{1}+\eta_{2} d \theta_{2}+\eta_{3} d x+\eta_{4} d T \tag{5.18}
\end{equation*}
$$

then

$$
\begin{align*}
\eta \wedge \Omega= & \left(\eta_{1}-\eta_{4} \alpha\right)\left(d \theta_{1} \wedge d x \wedge d T+\beta d \theta_{1} \wedge d \theta_{2} \wedge d T\right) \wedge d \xi \\
& +\left(\eta_{2}+\eta_{3} \beta\right)\left(d \theta_{2} \wedge d x \wedge d T+\alpha d \theta_{1} \wedge d \theta_{2} \wedge d x\right) \\
& \wedge d \xi+\left(\eta_{1}-\eta_{4} \alpha\right) \sigma G \xi+\left(\eta_{2}+\eta_{3} \beta\right) \sigma F \xi . \tag{5.19}
\end{align*}
$$

Therefore, we will have

$$
\begin{equation*}
d \Omega=-\eta \wedge \Omega \bmod \left\langle\alpha_{1}, \alpha_{2}\right\rangle \tag{5.20}
\end{equation*}
$$

provided that

$$
\begin{equation*}
\eta_{1}-\eta_{4} \alpha=\left(\epsilon X_{1}-P \epsilon X_{2}\right) \tag{5.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{2}+\eta_{3} \beta=\left(\sin \phi \epsilon X_{3}+\cos \phi \in X_{4}\right) \tag{5.22}
\end{equation*}
$$

together with the relationship

$$
\begin{align*}
& -i m \sin \phi X_{2}+P\left(\cos \phi X_{3}-\sin \phi X_{4}\right) \\
& =\left(\sin \phi \epsilon X_{3}+\cos \phi \epsilon X_{4}\right)\left(X_{1}+P X_{2}\right) \\
& \quad+\left(\epsilon X_{1}-P \epsilon X_{2}\right)\left(\sin \phi X_{3}+\cos \phi X_{4}\right) \tag{5.23}
\end{align*}
$$

which may be decomposed into the equations

$$
\begin{align*}
& -\operatorname{im} X_{2}=\left(\epsilon X_{3}\right) X_{1}+\left(\epsilon X_{1}\right) X_{3}  \tag{5.24}\\
& X_{3}=X_{4} X_{2}-\left(\epsilon X_{2}\right) X_{4}  \tag{5.25}\\
& -X_{4}=X_{3} X_{2}-\left(\epsilon X_{2}\right) X_{3}  \tag{5.26}\\
& 0=\left(\epsilon X_{4}\right) X_{1}+\left(\epsilon X_{1}\right) X_{4} \tag{5.27}
\end{align*}
$$

These equations can be reduced to the form of an incomplete graded Lie algebra by splitting each of the $X_{i}$ into a bosonic and fermionic part. If we write $X_{i}=X_{i}^{B}+X_{i}^{A F}$ then Eqs. (5.24)-(5.27) become

$$
\begin{align*}
& \left\{X_{1}^{B}, X_{3}^{B}\right\}-\left\{X_{3}^{F} X_{1}^{F}\right\}=-\operatorname{im} X_{2}^{B},  \tag{5.28}\\
& {\left[X_{3}^{B}, X_{1}^{F}\right]+\left[X_{1}^{B}, X_{3}^{F}\right]=-\operatorname{im} X_{2}^{F},}  \tag{5.29}\\
& \left\{X_{2}^{F}, X_{4}^{F}\right\}+\left[X_{4}^{B}, X_{2}^{B}\right]=X_{3}^{B},  \tag{5.30}\\
& {\left[X_{4}^{F}, X_{2}^{B}\right]+\left\{X_{4}^{B}, X_{2}^{F}\right\}=X_{3}^{F},}  \tag{5.31}\\
& \left\{X_{2}^{F}, X_{3}^{F}\right\}+\left[X_{3}^{B}, X_{2}^{B}\right]=-X_{4}^{B},  \tag{5.32}\\
& {\left[X_{3}^{F}, X_{2}^{B}\right]+\left\{X_{3}^{B}, X_{2}^{F}\right\}=-X_{4}^{F},}  \tag{5.33}\\
& \left\{X_{4}^{B}, X_{1}^{B}\right\}-\left\{X_{4}^{F}, X_{1}^{F}\right\}=0,  \tag{5.34}\\
& {\left[X_{4}^{B}, X_{1}^{F}\right]-\left[X_{4}^{F}, X_{1}^{B}\right]=0 .} \tag{5.35}
\end{align*}
$$

These equations are a generalized prolongation structure for the supersymmetric sine-Gordon equation.

A very much reduced algebra may be obtained if $X_{2}, X_{3}$ and $X_{4}$ are taken to be purely bosonic. The algebra then reduces to

$$
\begin{align*}
& {\left[X_{3}^{B}, X_{1}^{F}\right]=0,}  \tag{5.36}\\
& {\left[X_{4}^{B}, X_{2}^{B}\right]=X_{3}^{B},}  \tag{5.37}\\
& {\left[X_{3}^{B}, X_{2}^{B}\right]=-X_{4}^{B},} \tag{5.38}
\end{align*}
$$

$$
\begin{align*}
& {\left[X_{4}^{B}, X_{1}^{F}\right]=0}  \tag{5.39}\\
& \left\{X_{1}^{B}, X_{3}^{B}\right\}=-i m X_{2}^{B} \tag{5.40}
\end{align*}
$$

We could also take $X_{1}^{F}$ to be zero, but more generally it has the form

$$
\begin{equation*}
X_{1}^{F}=\theta_{1} Y \tag{5.41}
\end{equation*}
$$

where $Y$ is a bosonic matrix and satisfies the bracket relations

$$
\begin{equation*}
\left[X_{3}^{B}, Y\right]=0=\left[X_{4}^{B}, Y\right] \tag{5.42}
\end{equation*}
$$

and any multiple $-\lambda I$ of the identity matrix would suffice. To obtain a representation of the matrices $X_{1}^{B}, X_{2}^{B}, X_{3}^{B}, X_{4}^{B}$ we will first attempt to close the $X_{2}^{B}, X_{3}^{B}, X_{4}^{B}$ algebra and then impose the anticommutation result (5.40) as a constraint.

We can close the $X_{2}^{B}, X_{3}^{B}, X_{4}^{B}$ algebra if we introduce the additional bracket relation

$$
\begin{equation*}
\left[X_{3}^{B}, X_{4}^{B}\right]=-\sigma^{2} X_{2} . \tag{5.43}
\end{equation*}
$$

If we put

$$
\begin{equation*}
X_{4}=\sigma Y_{1}, X_{3}=+\sigma Y_{2} \quad \text { and } \quad X_{2}=+Y_{3} \tag{5.44}
\end{equation*}
$$

we obtain the algebra

$$
\begin{align*}
& {\left[Y_{1}, Y_{2}\right]=Y_{3}}  \tag{5.45}\\
& {\left[Y_{1}, Y_{3}\right]=Y_{2}}  \tag{5.46}\\
& {\left[Y_{2}, Y_{3}\right]=-Y_{1},} \tag{5.47}
\end{align*}
$$

and the constraint to be imposed is that

$$
\begin{equation*}
\left\{X_{1}^{B}, Y_{2}\right\}=-\frac{i m}{\sigma} Y_{3} \tag{5.48}
\end{equation*}
$$

A three-dimensional representation of the algebra, (5.45)(5.47), which is essentially the adjoint representation, is given by
$Y_{1}=\left(\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & -1 & 0\end{array}\right), \quad Y_{2}=\left(\begin{array}{ccc}0 & 0 & -1 \\ 0 & 0 & 0 \\ -1 & 0 & 0\end{array}\right)$,
$Y_{3}=\left(\begin{array}{ccc}0 & -1 & 0 \\ +1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$.
If we substitute $Y_{2}$ and $Y_{3}$ into (5.48) we find that any matrix of the form

$$
X_{1}^{B}=\left(\begin{array}{ccc}
a & 0 & c  \tag{5.50}\\
0 & e & \frac{i m}{\sigma} \\
-c & \frac{-i m}{\sigma} & -a
\end{array}\right)
$$

will do. We choose to put $a=e=c=0$ and take $X_{1}^{B}$ in the form

$$
X_{1}^{B}=\frac{i m}{\sigma}\left(\begin{array}{ccc}
0 & 0 & 0  \tag{5.51}\\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right)
$$

Sectioning $\Omega$ onto a solution manifold of the supersymmetric sine-Gordon equation we obtain the inverse scattering
problem

$$
\begin{align*}
& \xi_{, \theta_{1}}+i \theta_{1} \xi_{, T}=-\left(X_{1}+P X_{2}\right) \xi  \tag{5.52}\\
& \xi_{, \theta_{2}}-i \theta_{2} \xi_{, X}=-\left(X_{3} \sin \phi+X_{4} \cos \phi\right) \xi \tag{5.53}
\end{align*}
$$

In terms of the representation just constructed we have the problem

$$
\begin{align*}
& D_{1} \xi=\left(\begin{array}{ccc}
\lambda \theta_{1} & P & 0 \\
-P & \lambda \theta_{1} & \frac{-i m}{\sigma} \\
0 & \frac{i m}{\sigma} & \lambda \theta_{1}
\end{array}\right) \xi,  \tag{5.54}\\
& D_{2} \xi=\sigma\left(\begin{array}{ccc}
0 & 0 & -\sin \phi \\
0 & 0 & -\cos \phi \\
-\sin \phi & -\cos \phi & 0
\end{array}\right) \xi . \tag{5.55}
\end{align*}
$$

Both $\sigma$ and $\lambda$ are arbitrary constants in these equations.
A connection may be obtained if we try to relate this inverse scattering problem to the inverse scattering equations of the classical sine-Gordon. The operator $D_{1}$ has the property that

$$
\begin{equation*}
D_{1} D_{1}=+i \partial_{T} \tag{5.56}
\end{equation*}
$$

and applying $D_{1}$ to each side of (5.54) gives

$$
\partial_{T} \xi=\left(\begin{array}{ccc}
-i \lambda & \partial_{T} \phi & \frac{P m}{\sigma} \\
-\partial_{T} \phi & -i\left(\lambda+\frac{m^{2}}{\sigma^{2}}\right) & 0 \\
-\frac{P m}{\sigma} & 0 & -i\left(\lambda+\frac{m^{2}}{\sigma^{2}}\right)
\end{array}\right)
$$

If we select $m^{2} / \sigma^{2}=-2 \lambda$, i.e., $\sigma=i m / \sqrt{2 \lambda}$, we obtain

$$
\partial_{T} \xi=\left(\begin{array}{ccc}
i \lambda & \partial_{T} \phi & -i \sqrt{2 \lambda} P  \tag{5.58}\\
-\partial_{T} \phi & -i \lambda & 0 \\
i \sqrt{2 \lambda P} & 0 & -i \lambda
\end{array}\right) \xi
$$

which can be thought of as an isospectral $\partial_{x} \lambda=0$ eigenvalue problem. We note the similarity of the problem to the analogous classical equation to which it reduces in the absence of fermionic operators. Thus, our final inverse scattering problem is given by

$$
\begin{align*}
& D_{1} \xi=\left(\begin{array}{ccc}
\lambda \theta_{1} & P & 0 \\
-P & \lambda \theta_{1} & -\sqrt{2 \lambda} \\
0 & \sqrt{2 \lambda} & \lambda \theta_{1}
\end{array}\right) \xi,  \tag{5.59}\\
& D_{2} \xi=\frac{i m}{\sqrt{2 \lambda}}\left(\begin{array}{ccc}
0 & 0 & -\sin \phi \\
0 & 0 & -\cos \phi \\
-\sin \phi & -\cos \phi & 0
\end{array}\right) \xi, \tag{5.60}
\end{align*}
$$

and is the inverse scattering formulation recently announced by Girardello and Sciuto. ${ }^{18}$
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Practical methods of computing numerical values for off-shell two-body Coulomb scattering amplitudes are developed. The methods are based on well-known analytic representations of the amplitudes. The results of a comparative computational study of the different methods are presented. It is found that the methods produce numerical values sufficiently precise for use in treating many-body problems formulated in terms of two-body amplitudes.

## I. INTRODUCTION

Many physical problems involving a system of three or more interacting bodies can be conveniently formulated in terms of the off-shell two-body amplitudes for scattering between every pair of bodies in the system. Therefore, an ability to compute accurate numerical values for these amplitudes is useful in solving the more complex problems. Examples of such problems involving simple Coulomb interactions are the binding or scattering of an electron or positron from a hydrogen atom, treated by the Faddeev equations approach.

For problems involving Coulomb interactions, several analytic representations are known for the off-shell twobody amplitude. These representations can be used as the starting points for developing practical procedures for computing accurate numerical values for the amplitudes. This author has conducted a comparative numerical study of three such procedures, each based on a different analytic representation, and each restricted to use for negative values of the two-body energy. Two of the procedures were developed by this author. For a many-body problem involving negative values of the total energy, the negative energy values of the two-body amplitudes are the only values entering the problem's formulation.

The off-shell scattering amplitude for any two-body system satisfies the well-know Lippmann-Schwinger integral equation. In operator form, this equation is

$$
T(E)=V+V G_{0}(E) T(E),
$$

where

$$
G_{0}(E)=\left(E-H_{0}\right)^{-1},
$$

$E$ is an energy treated as an independent complex variable, $H_{0}$ is the relative two-body kinetic energy operator, and $V$ is the scattering potential operator. In the plane-wave representation, this equation becomes

$$
\begin{align*}
T\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)= & V\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) \\
& +\int d \mathbf{k} \frac{V\left(\mathbf{k}_{1}, \mathbf{k}\right)}{E-\left(\hbar^{2} k^{2} / 2 \mu\right)} T\left(\mathbf{k}, \mathbf{k}_{2} ; E\right) \tag{1}
\end{align*}
$$

where

[^15]$$
V\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=(2 \pi)^{-3} \int d \mathbf{r} \exp \left[i\left(\mathbf{k}_{2}-\mathbf{k}_{1}\right) \cdot \mathbf{r}\right] V(\mathbf{r})
$$
and $\mu$ is the two-body reduced mass. The off-shell amplitude and the potential can both be resolved into partial wave components:
$t_{l}\left(k_{1}, k_{2} ; E\right)=\pi^{2} \int d\left(\hat{k_{1}} \cdot \hat{k_{2}}\right) P_{l}\left(\hat{k_{1}} \cdot \hat{k_{2}}\right) T\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)$,
$v_{l}\left(k_{1}, k_{2}\right)=\pi^{2} \int d\left(\hat{k_{1}} \cdot \hat{k_{2}}\right) P_{l}\left(\hat{k_{1}} \cdot \hat{k_{2}}\right) V\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$,
where $P_{t}$ is the Legendre polynomial. Note that $k_{1}, k_{2}$, and $E$ mathematically are all independent variables. The $l$ th partial wave amplitude satisfies the integral equation
\[

$$
\begin{align*}
t_{l}\left(k_{1}, k_{2} ; E\right)= & v_{l}\left(k_{1}, k_{2}\right) \\
& +\frac{2}{\pi} \int_{0}^{\infty} d k \frac{k^{2} v_{l}\left(k_{1}, k\right)}{E-\left(\hbar^{2} k^{2} / 2 \mu\right)} t_{l}\left(k, k_{2} ; E\right) . \tag{2}
\end{align*}
$$
\]

For use in most many-body problems, numerical values of the partial wave amplitudes rather than of the full amplitude are needed.

For two-body Coulomb interactions, analytic expressions are known for the full potential and for its partial wave components:

$$
\begin{align*}
& V\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\frac{1}{2 \pi^{2}} \cdot \frac{Z e^{2}}{\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}}, \\
& v_{l}\left(k_{1}, k_{2}\right)=\frac{Z e^{2}}{2 k_{1} k_{2}} Q_{i}\left(\frac{k_{1}^{2}+k_{2}^{2}}{2 k_{1} k_{2}}\right), \tag{3}
\end{align*}
$$

where $Z e^{2}$ is the product of the charges of the two bodies, and $Q_{l}$ is the Legendre function of the second kind.

## II. METHODS OF COMPUTATION

For all of the computational methods developed below, we rewrite the integral equations (1) and (2) as

$$
\begin{aligned}
& T\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)=V\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)+W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right), \\
& t_{l}\left(k_{1}, k_{2} ; E\right)=v_{l}\left(k_{1}, k_{2}\right)+w_{l}\left(k_{1}, k_{2} ; E\right) .
\end{aligned}
$$

The functions $w_{l}$ and $W$, of course, satisfy the angular projection relation

$$
\begin{equation*}
w_{l}\left(k_{1}, k_{2} ; E\right)=\pi^{2} \int d\left(\hat{k_{1}} \cdot \hat{k}_{2}\right) P_{l}\left(\hat{k_{1}} \cdot \hat{k_{2}}\right) W\left(\mathbf{k}_{1}, \mathbf{k}_{2} E\right) \tag{4}
\end{equation*}
$$



FIG. 1. The contour $C$ along which the integrals (6) and (7) are defined. The cross-hatched segments along the positive real axis and the unit circle are the branch cuts in the integrand (7).

In every method numerical values for $t_{l}$ are obtained by adding values of $v_{l}$ and $w_{l}$ together. The $v_{l}$ values are obtained using Eq. (3), for which the values of the $Q_{l}$ function are obtained using the simple recursion formula

$$
\begin{align*}
& Q_{0}(z)=\frac{1}{2} \log [(z+1) /(z-1)], \\
& Q_{1}(z)=z Q_{0}(z)-1, \\
& Q_{l}(z)=(1 / l)\left[(2 l-1) z Q_{l-1}(z)-(l-1) Q_{l-2}(z)\right],
\end{align*}
$$

The methods differ only in the procedure used to obtain $w_{l}$ values.

The $Q_{l}$ functions exhibit branch point singularities in the complex $z$ plane at $z=1$ and $z=-1$. In computing values of the $Q_{I}$ functions for complex arguments, the cut in the complex logarithmic function must be selected so that the $Q$, functions exhibit a cut along the real axis between these branch point, but are continuous along all other parts of the real axis.

## A. Method of contour integration

The development of the method of contour integration begins with the integral representation of the full amplitude given in a review article by Chen and Chen ${ }^{1}$ :

$$
\begin{align*}
W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)= & \frac{2 \sigma Z e^{2}}{\pi^{2}\left(e^{i 2 \pi \sigma}-1\right)} \\
& \times \int_{C} d t \frac{t^{\sigma}}{S(1-t)^{2}-4 t\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2}} \tag{6}
\end{align*}
$$

where, for negative real energies,

$$
\begin{aligned}
& \sigma=\left(Z e^{2} / \hbar\right)|\mu / 2 E|^{1 / 2} \\
& S=\left(2 \mu E-\hbar^{2} k_{1}^{2}\right)\left(2 \mu E-\hbar^{2} k_{2}^{2}\right) /\left(2 \mu E \hbar^{2}\right)
\end{aligned}
$$

and $C$ is any contour in the complex $t$ plane of the form shown in Fig. 1. We obtain a contour integral representation for $w_{l}$ by substituting Eq. (6) into the angular projection Eq. (4), interchanging the order of the integrations, and evaluating the angular integral analytically. This evaluation is sim-
ple, because the angular integral is of the tabulated form ${ }^{2}$

$$
\int_{-1}^{1} d x \frac{P_{l}(x)}{a+b x}=-\frac{2}{b} Q_{l}\left(-\frac{a}{b}\right)
$$

with

$$
\begin{aligned}
& x=\left(\hat{k}_{1} \cdot \hat{k}_{2}\right), \\
& a=S(1-t)^{2}-4 t\left(k_{1}^{2}+k_{2}^{2}\right), \\
& b=8 t k_{1} k_{2} .
\end{aligned}
$$

We thus obtain

$$
\begin{align*}
& w_{l}\left(k_{1}, k_{2} ; E\right) \\
& \quad=-\frac{\sigma Z e^{2}}{2 k_{1} k_{2}\left(e^{i 2 \pi \sigma}-1\right)} \\
& \quad \times \int_{C} d t t^{\sigma-1} Q_{l}\left(\frac{4 t\left(k_{1}^{2}+k_{2}^{2}\right)-S(1-t)^{2}}{8 t k_{1} k_{2}}\right) \tag{7}
\end{align*}
$$

The above integrand exhibits several branch point singularities in the complex $t$ plane, as shown in Fig. 1. The $t^{\sigma-1}$ factor gives rise to a branch point at $t=0$, with the cut lying along the positive real axis. The $Q_{l}$ factor gives rise to four branch points lying on the unit circle, two in the upper half and two in conjugate positions in the lower half plane. The angular positions of these branch points are

$$
\cos \alpha_{( \pm)}=1+(2 / S)\left(k_{1} \pm k_{2}\right)^{2}
$$

where $\alpha_{( \pm)}$is the angle between the branch point's complex radius vector and the positive real axis. The members of each pair of branch points are connected by a cut, also lying on the unit circle. In the limit $k_{2} \rightarrow k_{1}, \alpha_{(-)} \rightarrow 0$; that is, the two branch points nearer the positive real axis move arbitrarily close to the endpoints of the $C$ contour.

We now reduce the contour integral (7) to a form suitable for numerical evaluation. We consider the integrals along the circular segment and along the two straight segments of $C$ separately, and make the following changes of variables:

$$
\begin{aligned}
& t=x \quad \text { (straight segment in u.h.p.) } \\
& t=R e^{i \alpha} \quad \text { (circular segment) } \\
& t=x e^{i 2 \pi} \quad \text { (straight segment in l.h.p.). }
\end{aligned}
$$

The new variables $x$ and $\alpha$ are considered pure real. $R$ is the radius of the circular segment of $C$, and satisfies the inequalities $0<R<1$. The phase factor $e^{i 2 \pi}$ assures that the phase difference between the integrals along the two straight segments of $C$, caused by the cut between them, is properly taken into account.

The integral along the straight segment in the l.h.p. is equivalent to that in the u.h.p., differing only in the direction of integration and in the phase factor due to the cut. The $\alpha$ integral, with limits $[0,2 \pi$ ], reduces to an integral with limits $[0, \pi]$ if the periodicity of the elementary trigonometric functions and the relationship $Q_{l}\left(z^{*}\right)=Q_{i}^{*}(z)$ are used. Using these simplifications, the integral expression (7) straightforwardly reduces to

$$
w_{l}\left(k_{1}, k_{2} ; E\right)=-\left(\sigma Z e^{2} / 2 k_{1} k_{2}\right)
$$

$$
\times\left\{I_{1}+R^{\sigma}\left[\operatorname{Re}\left(I_{2}\right) \cot (\pi \sigma)+\operatorname{Im}\left(I_{2}\right)\right]\right\}
$$

where

$$
I_{1}=\int_{R}^{1} d x x^{\sigma-1} Q_{l}\left(A-B \frac{(1-x)^{2}}{x}\right)
$$

$$
\begin{aligned}
& I_{2}=\int_{0}^{\pi} d \alpha e^{i \sigma \alpha} Q_{1}[A-B f(\alpha, R)] \\
& A=\left(k_{1}^{2}+k_{2}^{2}\right) / 2 k_{1} k_{2}, \quad B=S / 8 k_{1} k_{2} \\
& f(\alpha, R)=(R+1 / R) \cos \alpha+i(R-1 / R) \sin \alpha-2
\end{aligned}
$$

The integrals $I_{1}$ and $I_{2}$ can be computed easily by standard numerical methods. Values for the $Q_{l}$ functions can be obtained using the recursion relation (5). The arguments of $Q_{l}$ are always real in computing $I_{1}$ but are complex in computing $I_{2}$. The $R$ parameter should be chosen so that the circular segment of the $C$ contour is not too close to either the singularity at $t=0$ or to the singularities on the unit circle. If $k_{1}$ is nearly equal to $k_{2}$, then two of the singularities on the unit circle are near the $C$ contour's endpoints, and a dense grid of points must be used near $x=1$ in computing $I_{1}$.

## B. Method of angular projection

The development of the method of angular projection begins with the hypergeometric function representation of the full amplitude given by Ford. ${ }^{3}$ For negative energies this representation can be written
$W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)=\left(2 Z e^{2} / S \pi^{2} \sin \alpha\right) \operatorname{Im}\left[F\left(1, \sigma ; 1+\sigma ; e^{i \alpha}\right)\right]$,
where $F$ is the well-known hypergeometric function and $\alpha$ is defined by

$$
\cos \alpha=1+(2 / S)\left|\mathbf{k}_{1}-\mathbf{k}_{2}\right|^{2} \quad 0 \leqslant \alpha \leqslant \pi .
$$

In the method of angular projection, we use this hypergeometric function representation to compute numerical values of $W$, and then obtain values of $w_{l}$ by performing the angular projection integration (4) numerically.

We must reduce Eq. (8) to a form suitable for numerical computation. By substituting the hypergeometric power series into the equation, we obtain

$$
\begin{equation*}
W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)=\frac{2 \sigma Z e^{2}}{S \pi^{2} \sin \alpha} \sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda+\sigma} \tag{9}
\end{equation*}
$$

This equation is not suitable for numerical computation. The magnitude of the series terms decreases as $\lambda^{-1}$ for large $\lambda$, so that the series converges far too slowly for accurate term-by-term summation. Even slight inaccuracies in the $W$ values can cause serious errors in the higher- $l w_{l}$ values when the integration (4) is performed.

We can convert the series in Eq. (9) to a series in which the magnitude of the terms decreases as $\lambda^{-4}$ for large $\lambda$, thus obtaining much more rapid numerical convergence. We write

$$
\begin{equation*}
\frac{1}{\lambda+\sigma}=\frac{1}{\lambda}-\frac{\sigma}{\lambda^{2}}+\frac{\sigma^{2}}{\lambda^{3}}-\frac{\sigma^{3}}{\lambda^{3}(\lambda+\sigma)} . \tag{10}
\end{equation*}
$$

Equation (9) then becomes

$$
\begin{aligned}
& W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right) \\
& \quad=\left(2 \sigma Z e^{2} / S \pi^{2} \sin \alpha\right)\left[S_{1}^{0}-\sigma S_{2}^{0}+\sigma^{2} S_{3}^{0}-\sigma^{3} S_{4}^{\sigma}\right]
\end{aligned}
$$

where

$$
S_{1}^{0}=\sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda}, \quad S_{2}^{0}=\sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda^{2}},
$$

$$
S_{3}^{0}=\sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda^{3}}, \quad S_{4}^{\sigma}=\sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda^{3}(\lambda+\sigma)}
$$

Only $S_{4}^{\sigma}$ must be summed numerically, because $S_{1}^{0}, S_{2}^{0}$, and $S_{3}^{0}$ can be summed analytically using the tabulated series ${ }^{4}$

$$
\begin{aligned}
& \sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda}=\frac{1}{2}(\pi-\alpha), \quad 0<\alpha<2 \pi \\
& \sum_{\lambda=1}^{\infty} \frac{\cos \lambda t}{\lambda}=\frac{1}{2} \log [2(1-\cos t)], \quad 0<t<2 \pi \\
& \sum_{\lambda=1}^{\infty} \frac{1}{\lambda^{2}}=\frac{1}{6} \pi^{2}
\end{aligned}
$$

Clearly,

$$
\begin{aligned}
S_{1}^{0} & =\frac{1}{2}(\pi-\alpha), \\
S_{2}^{0} & =\int_{0}^{\alpha} d t\left(\sum_{\lambda=1}^{\infty} \frac{\cos \lambda t}{\lambda}\right) \\
& =-\frac{1}{2} \int_{0}^{\alpha} d t \log [2(1-\cos t)], \\
S_{3}^{0} & =\int_{0}^{\alpha}\left(\sum_{i=1}^{\infty} \frac{\cos \lambda t}{\lambda}\right) \\
& =\int_{0}^{\alpha} d t\left[\sum_{\lambda=1}^{\infty} \frac{1}{\lambda^{2}}-\int_{0}^{t} d u\left(\sum_{\lambda=1}^{\infty} \frac{\sin \lambda u}{\lambda}\right)\right] \\
& =\int_{0}^{\alpha} d t\left(\frac{1}{6} \pi^{2}-\frac{1}{2} \int_{0}^{t} d u(\pi-u)\right) \\
& =\frac{1}{12} \alpha(\pi-a)(2 \pi-\alpha)
\end{aligned}
$$

We thus obtain

$$
\begin{align*}
W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)= & \frac{\sigma Z e^{2}}{S \pi^{2} \sin \alpha}((\pi-\alpha)+\sigma[\alpha \log 2+\operatorname{Sr}(\alpha)] \\
& +\frac{1}{6} \sigma^{2} \alpha(\pi-\alpha)(2 \pi-\alpha)-2 \sigma^{3} \\
& \left.\times \sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda^{3}(\lambda+\sigma)}\right) \tag{11}
\end{align*}
$$

where

$$
\begin{equation*}
\operatorname{Sr}(\alpha) \equiv \int_{0}^{\alpha} d t \log (1-\cos t) \tag{12}
\end{equation*}
$$

Equation (11) is suitable for use in computing numerical values of $W$, which can then be used in performing the angular projection integration (4). A large set of values of the special function $\operatorname{Sr}(\alpha)$ can be tabulated by performing a single numerical integration; values to be used in Eq. (11) can be obtained from the tabulated values using some appropriate interpolation scheme. These values can be obtained with a high degree of precision with little difficulty, if both the numerical integration and the interpolation scheme take proper account of the logarithmic singularity at $t=0$ of the integrand (12) (see Appendix A). The series in Eq. (11) must be summed numerically term by term. Such a numerical summation can include only a finite number of terms; the contribution of those terms $\lambda>\lambda_{c}$, where $\lambda_{c}$ is the cutoff index, should be approximated by adding a single correction term to the finite sum (see Appendix B):

$$
\begin{equation*}
\sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda^{3}(\lambda+\sigma)} \approx \sum_{\lambda=1}^{\lambda_{c}} \frac{\sin \lambda \alpha}{\lambda^{3}(\lambda+\sigma)}+\frac{\cos \left(\left(\lambda_{c}+\frac{1}{2}\right) \alpha\right)}{2 \lambda_{c}^{3}\left(\lambda_{c}+\sigma\right) \sin \frac{1}{2} \alpha} \tag{13}
\end{equation*}
$$

The expansion (10), which makes possible the reduc-
tion of the series (9) to a more rapidly converging series, can be extended to terms of higher order in $\sigma$, thus resulting in a still more rapidly converging sum over $\lambda$. However, the resulting formula for $W$ involves special functions defined by successive integrations of the special function $\operatorname{Sr}(\alpha)$. Each such successive integration magnifies the small errors present in the original set of $\operatorname{Sr}(\alpha)$ values, so that no advantage is gained.

## C. Method of separable series summation

The development of the method of separable series summation begins with the well-known Sturmian functions expansion of the partial wave amplitude ${ }^{5}$ :

$$
\begin{equation*}
w_{l}\left(k_{1}, k_{2} ; E\right)=\sum_{n=l+1}^{\infty} \frac{\phi_{n l}\left(k_{1}, E\right) \phi_{n l}\left(k_{2}, E\right)}{\gamma_{n}(E)\left[1-\gamma_{n}(E)\right]} \tag{14}
\end{equation*}
$$

where

$$
\gamma_{n}(E)=-\frac{n}{\sigma}
$$

$$
\phi_{n \prime}(k, E)=N_{n l}(E) \frac{(\hbar k)^{l}}{\left(\hbar^{2} k^{2} / 2 \mu-E\right)^{l+1}}
$$

$$
\begin{equation*}
\times C_{n-l-1}^{l+1}\left(\frac{\hbar^{2} k^{2} / 2 \mu+E}{\hbar^{2} k^{2} / 2 \mu-E}\right), \tag{15}
\end{equation*}
$$

$$
N_{n l}=\hbar^{3 / 2} l!\left(\frac{2^{4 l+3} n(n-l-1!)}{(n+l)!}\right)^{1 / 2}\left(-\frac{E}{2 \mu}\right)^{(2 l+3) / 4}
$$

and $C_{n-l-1}^{l+1}$ is a Gegenbauer polynomial. The $w_{l}$ values are computed simply by summing the series (14) to a large number of terms. A limited numerical study of this method has previously been reported by Chen and Ishihara. ${ }^{6}$

This author wishes to point out that, although the above expressions for the Sturmian functions $\phi_{n l}$ appear somewhat cumbersome, numerical values of these functions to be used in summing the series can actually be obtained very easily. The Gegenbauer polynomials satisfy the recursion relation ${ }^{7}$

$$
\begin{aligned}
C_{o}^{\lambda}(x)= & 1 ; \quad C_{1}^{\lambda}(x)=2 \lambda x ; \\
C_{n}^{\lambda}(x)= & (1 / n)\left[2(n+\lambda-1) x C_{n-1}^{\lambda}(x)\right. \\
& \left.-(n+2 \lambda-2) \quad C_{n-2}^{\lambda}(x)\right], \quad n>1 .
\end{aligned}
$$

This recursion relation implies the following recursion relation for the Sturmian functions:

$$
\begin{aligned}
\phi_{l+1, l}(k, E) & =N_{l+1, l}(E) \frac{(\hbar k)^{l}}{\left(\hbar^{2} k^{2} / 2 \mu-E\right)^{l+1}}, \\
\phi_{l+2, l}(k, E)= & (2 l+4)^{1 / 2} x \phi_{l+1, l}(k, E) \\
\phi_{n l}(k, E)= & \left(1 / A_{n l}\right)\left[2 x \phi_{n-1, l}(k, E)\right. \\
& \left.-A_{n-1, l} \phi_{n-2, l}(k, E)\right] \quad n>l+2
\end{aligned}
$$

where
$x=\left(\frac{\hbar^{2} k^{2} / 2 \mu+E}{\hbar^{2} k^{2} / 2 \mu-E}\right), \quad A_{n l}=\left(\frac{(n+l)(n-l-1)}{n(n-1)}\right)^{1 / 2}$.
Once the Sturmian functions values for the first two terms of the series (14) are obtained, the values of all succeeding terms can be rapidly obtained using this recursion formula. This recursion formula has in fact been used by previous workers. ${ }^{6}$

## D. Systems of units and normalizations

Previous papers on two-body Coulomb amplitudes and their application to many-body problems differ considerably among themselves in both the units systems to which their equations are specialized, and in the normalization conventions adopted in defining the partial wave amplitudes. Before performing any calculations combining the present work with any of this previous work, care must be taken to assure that all formulas involved use consistent units systems and normalizations.

All equations in this paper have been written without specialization to any system of units. To specialize them to atomic units, simply set $\hbar$ and $e^{2}$ equal to unity in all of them, and assume that the reduced mass is expressed in units of electron masses.

Some papers use a system of units involving massscaled momenta, defined by $p^{2}=\hbar^{2} k^{2} / 2 \mu$. The equations in this paper can be converted to such a system by replacing each wave number $k$ by $(2 \mu)^{1 / 2} p / \hbar$. Papers using massscaled momenta sometimes further specialize their equations to atomic units, and sometimes specialize them instead to Rydberg units.

Some papers define the partial wave components $v_{l}$ and $t_{l}$ of the potential and of the amplitude in a manner differing by a factor of 2 from the definitions used in this paper. This difference or any similar difference in normalization conventions causes the multiplicative factors on all angular projection relations, and on the integral terms of all integral equations, to differ from the multiplicative factors appearing in this paper. This differing of multiplicative factors can be used to detect an underlying difference in normalization conventions.

## III. COMPARATIVE NUMERICAL STUDY OF THE METHODS

The author has conducted a computational study of the three methods described above. This study was conducted in order to determine whether the numerical values of $t_{l}\left(k_{1}, k_{2} ; E\right)$, produced by the methods, become stable for reasonably small values of each method's "convergence variables"; and to determine whether the methods' relative usefulness differs significantly in different regions of the space defined by the variables ( $k_{1}, k_{2} ; E$ ). The convergence variables of each method are: the numbers of intervals $N_{1}$ and $N_{2}$ used in numerical evaluation of the integrals $I_{1}$ and $I_{2}$ (method of contour integration); the number of terms $\lambda_{c}$ included in summing the modified hypergeometric series and the number of intervals $N_{a}$ used in numerical evaluation of the angular projection integral (method of angular projection); and the number of terms $N_{t}$ included in summing the Sturmian functions expansion (method of separable series summation). The radius $R$ of the circular contour segment is an additional computation parameter involved in the method of contour integration.

## A. Test procedure

A grid of test points in the space ( $k_{1}, k_{2} ; E$ ) was selected. At each of these points, the values of $t_{l}$, for $l=0$ through


FIG. 2. The ( $k_{1}, k_{2}$ ) plane. Lines 1 and 2 contain the pairs ( $k_{1}, k_{2}$ ) at which the principal numerical test were conducted. The line $k_{2}=k_{1}$ marks a logarithmic singularity in all $t_{I}\left(k_{1}, k_{2} ; E\right)$. The coordinates of points $a$ and are ( $1.0,0.32$ ) and (1.0, 0.68), respectively.
$l=4$, were computed by each of the three methods as functions of that method's convergence variables. The maximum values used for the convergence variables were 60 for $N_{1}, N_{2}, \lambda_{c}$, and $N_{a}$, and 200 for $N_{t}$. The three methods consume comparable computer times using these maximum convergence variables for this entire range of $l$ values. The values used for $R$ were $0.2,0.5$, and 0.8 .

Atomic units were used in all test computations. Most were performed for $\mu=1.0, E=-0.375$, and $Z=1$ and -1 both. Two sets of pairs ( $k_{1}, k_{2}$ ) were used. In the first set, $k_{1}$ was fixed at 1.0 and $k_{2}$ took the values $0.01,0.02,0.04$, $0.08,0.16,0.32,0.50,0.68,0.84,0.92,0.96,0.98$, and 0.99 . In the second set, the ratio $k_{2} / k_{1}$ was fixed at 0.5 and $k_{1}$ took the values $0.01,0.02,0.04,0.08,0.16,0.32,1.0,3.0,6.0,12.0$, $25.0,50.0$, and 100.0. A few additional computations were performed, some for $\mu=0.5$, some for $E=-0.625$ and -0.187 , and some for a few pairs $\left(k_{1}, k_{2}\right)$ lying off the two principal sets. These additional computations were used to check the general validity of conclusions drawn from the basic tests.

Figure 2 depicts the plane $\left(k_{1}, k_{1}\right)$. Because $t_{l}\left(k_{2}, k_{1} ; E\right)$ $=t_{l}\left(k_{1}, k_{2} ; E\right)$, all tests may be restricted to the region $k_{1}$ $>k_{2}$. The two principle sets of test points lie along the two dashed lines. The first set (line 1) is used to investigate the limiting behavior of the three methods as $k_{2} \rightarrow 0$ and $k_{2} \rightarrow k_{1}$ for fixed $k_{1}$. The second set (line 2) is used to investigate the limiting behavior as $k_{1}$ and $k_{2}$ both $\rightarrow 0$ and both $\rightarrow \infty$. The line $k_{2}=k_{1}$ marks a logarithmic singularity in $t_{t}$.

At each of the principal test points ( $k_{1}, k_{2}$ ), the $t_{l}$ values produced by the three methods were compared, to determine which method's results converged most rapidly or least rapidly to stable numerical values as functions of the convergence variables. From these comparisons, general conclusions were drawn regarding the method's relative usefulness in different parts of the $\left(k_{1}, k_{2}\right)$ plane.

## B. Test results

Figures 3 and 4 illustrates the test results, for $l=1$ and


FIG. 3. The convergence of $t_{1}\left(k_{1}, k_{2} ; E\right)$, for $Z=1, \mu=1.0, E=-0.375$, and $\left(k_{1}, k_{2}\right)=(1.0,0.32)$. Curves 1,2 , and 3 , respectively, represent the methods of contour integration, of angular projection, and of separable series summation. For each curve the abscissa represents $N_{2}, N_{a}$, and $N_{i}$, respectively. For curves 1 and 2 , the values of $R, N_{1}$, and $\lambda_{c}$ are held constant at $0.5,60$, and 60 , respectively.
$Z=1$, at the two points $\left(k_{1}, k_{2}\right)=(1.0,0.32)$ and $(1.0,0.68)$; these points are labeled $a$ and $b$ in Fig. 2. Each curve represents the $t_{1}$ value, computed by one of the three methods, as a function of one of that method's convergence variables. For the method of contour integration (curve 1) the abscissa represents $N_{2}$; for the method of angular projection (curve 2) the abscissa represents $N_{a}$; and for the method of separable series summation (curve 3 ) the abscissa represents $N_{t}$. For curve 1 , the convergence variable $N_{1}$ is constant at its maximum value 60 , and the parameter $R$ is constant at 0.5 . For curve 2 , the convergence variable $\lambda_{c}$ is constant at its maximum value 60 . As mentioned previously, the computations by the three methods for the maximum values of the convergence variables consumed comparable computer times; it is


FIG. 4. The same as Fig. 3, but with $\left(k_{1}, k_{2}\right)=(1.0,0.68)$.

TABLE I. The convergence test results along line 1 (Fig. 2) for the method of contour integration; for $E=-0.375, Z=1$, and $\mu=1.0$. Each entry is the number of significant figures, in the computed values of $t_{t}\left(k_{1}, k_{2} ; E\right)$, judged stable as $N_{2}$ varies upward to 60 , for a fixed $N_{1}=60$ and $R=0.5$.

| $k_{2} / k_{1}$ | $l=0$ | $l=1$ | $l=2$ | $l=3$ | $l=4$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.01 | 6 | 6 | 3 | 1 | 0 |
| 0.02 | 5 | 6 | 1 | 0 | 0 |
| 0.04 | 6 | 6 | 5 | 2 | 0 |
| 0.08 | 6 | 7 | 7 | 5 | 2 |
| 0.16 | 6 | 6 | 6 | 6 | 5 |
| 0.32 | 5 | 6 | 6 | 5 | 6 |
| 0.50 | 6 | 6 | 5 | 5 | 6 |
| 0.68 | 6 | 6 | 6 | 5 | 5 |
| 0.84 | 4 | 5 | 6 | 5 | 5 |
| 0.92 | 5 | 5 | 5 | 5 | 6 |
| 0.96 | 6 | 5 | 6 | 5 | 6 |
| 0.98 | 6 | 7 | 7 | 6 | 7 |
| 0.99 | 6 | 6 | 7 | 7 | 7 |

therefore reasonable to plot three curves on one graph for comparison purposes even though the three curves' abscissae have different mathematical meanings.

In Fig. 3, we see that curves 1 and 2 very quickly converge to the same stable value of approximately 0.08901 , whereas curve 3 oscillates about this value and converges very slowly, if at all. In Fig. 4, we see that curve 1 again very quickly converges to a stable value, and that curve 3 again oscillates about this value of approximately 0.2996 . But curve 3 now clearly converges to this same value. Curve 2 also appears to converge to this same value, but only very slowly. Thus, for these two examples of the test results, we see the following:
(1) The method of contour integration produces rapidly converging results at both point $a$, near the $k_{2} \rightarrow 0$ limiting region, and at point $b$, near the $k_{2} \rightarrow k_{1}$ logarithmic singularity.
(2) The method of angular projection produces rapidly converging results at point $a$ but slowly converging results at point $b$.

TABLE II. The same as Table I, but for the method of angular projection. Each entry is the number of significant figures in $t_{l}$ judged stable as $N_{a}$ varies upward to 60 , for a fixed $\lambda_{c}=60$.

| $k_{2} / k_{1}$ | $l=0$ | $l=1$ | $l=2$ | $l=3$ | $l=4$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.01 | 9 | 8 | 6 | 0 | 0 |
| 0.02 | 8 | 6 | 4 | 0 | 0 |
| 0.04 | 9 | 7 | 5 | 1 | 0 |
| 0.08 | 7 | 7 | 5 | 3 | 0 |
| 0.16 | 7 | 7 | 4 | 3 | 1 |
| 0.32 | 5 | 5 | 4 | 3 | 2 |
| 0.50 | 5 | 4 | 3 | 3 | 3 |
| 0.68 | 3 | 3 | 2 | 2 | 1 |
| 0.84 | 2 | 2 | 1 | 1 | 1 |
| 0.92 | 1 | 1 | 1 | 1 | 1 |
| 0.96 | 1 | 0 | 0 | 0 | 0 |
| 0.98 | 1 | 0 | 0 | 0 | 0 |
| 0.99 | 0 | 0 | 0 | 0 | 0 |

TABLE III. The same as Table I, but for the method of separable series summation. Each entry is the number of significant figures in $t$, judged stable as $N_{i}$ varies upward to 200.

| $k_{2} / k_{1}$ | $l=0$ | $l=1$ | $l=2$ | $l=3$ | $l=4$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.01 | 2 | 0 | 0 | 0 | 0 |
| 0.02 | 2 | 2 | 0 | 0 | 0 |
| 0.04 | 4 | 1 | 0 | 0 | 0 |
| 0.08 | 3 | 2 | 1 | 0 | 0 |
| 0.16 | 5 | 2 | 2 | 0 | 0 |
| 0.32 | 4 | 1 | 3 | 1 | 1 |
| 0.50 | 4 | 3 | 2 | 3 | 2 |
| 0.68 | 3 | 3 | 3 | 4 | 3 |
| 0.84 | 4 | 3 | 3 | 4 | 3 |
| 0.92 | 2 | 3 | 3 | 3 | 2 |
| 0.96 | 3 | 4 | 2 | 3 | 3 |
| 0.98 | 3 | 3 | 4 | 3 | 3 |
| 0.99 | 4 | 4 | 4 | 4 | 4 |

(3) The method of separable series summation produces very poorly converging results at point $a$ but fairly rapidly converging results at point $b$.

These two examples illustrate a general conclusion drawn from an analysis of all of the test results, which we now describe.

The test results were analyzed by first condensing the numerical data generated to 36 tables, six examples of which are shown here (Tables I-VI). Table I, for example, represents the test results for the method of contour integration, for all $l$ values tested and for all $\left(k_{1}, k_{2}\right)$ pairs lying along line 1 in Fig. 2, for $Z=1, R=0.5$, and for the convergence variable $N_{1}$ held fixed at its maximum value of 60 while $N_{2}$ is varied. Each entry of Table I is the number of significant figures, in the numerical value of a particular $t_{l}\left(k_{1}, k_{2} ; E\right)$, judged as having become stable when $N_{2}$ is varied up to its maximum value of 60 . Table VI, for example, also represents the test results for the method of separable series summation, for all $l$ values tested and for all $\left(k_{1}, k_{2}\right)$ pairs laying along line 2 in Fig. 2, for $Z=1$. Each entry is the number of significant figures judged stable when $N_{t}$ is varied up to its maximum value of 200 . By studying the 36 tables, general conclusions can be drawn.

TABLE IV. The same as Table I, but along line 2 (Fig. 2).

| $k_{1}$ | $l=0$ | $l=1$ | $l=2$ | $l=3$ | $l=4$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| 0.01 | 8 | 7 | 4 | 1 | 0 |
| 0.02 | 7 | 7 | 4 | 0 | 0 |
| 0.04 | 6 | 6 | 5 | 1 | 0 |
| 0.08 | 6 | 6 | 8 | 4 | 1 |
| 0.16 | 6 | 6 | 6 | 4 | 3 |
| 0.32 | 6 | 6 | 6 | 5 | 4 |
| 1.0 | 6 | 6 | 5 | 5 | 6 |
| 3.0 | 8 | 8 | 8 | 8 | 9 |
| 6.0 | 8 | 8 | 8 | 8 | 7 |
| 12.0 | 8 | 8 | 7 | 8 | 7 |
| 25.0 | 8 | 6 | 6 | 6 | 6 |
| 50.0 | 7 | 7 | 6 | 7 | 6 |
| 100.0 | 6 | 4 | 5 | 4 | 5 |

TABLE V. The same as Table II, but along line 2 (Fig. 2).

| $k_{1}$ | $l=0$ | $l=1$ | $l=2$ | $l=3$ | $l=4$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| 0.01 | 7 | 5 | 6 | 5 | 4 |
| 0.02 | 6 | 5 | 5 | 5 | 4 |
| 0.04 | 6 | 6 | 4 | 4 | 4 |
| 0.08 | 6 | 4 | 4 | 4 | 3 |
| 0.16 | 6 | 5 | 4 | 4 | 2 |
| 0.32 | 5 | 5 | 4 | 3 | 3 |
| 1.0 | 5 | 4 | 3 | 3 | 3 |
| 3.0 | 5 | 5 | 3 | 3 | 3 |
| 6.0 | 5 | 4 | 4 | 3 | 2 |
| 12.0 | 5 | 5 | 4 | 3 | 3 |
| 25.0 | 6 | 5 | 5 | 4 | 3 |
| 50.0 | 6 | 6 | 5 | 4 | 3 |
| 100.0 | 7 | 6 | 5 | 4 | 4 |

The results obtained by the method of contour integration are of comparable precision for $R=0.2$ and $R=0.5$, and of poorer quality for $R=0.8$. This result is not surprising, because for $R=0.8$ the circular part of the contour (Fig. 1) passes close to the logarithmic singularities on the unit circle. The results converge more rapidly as $N_{1}$ increases than as $N_{2}$ increases; therefore, in comparing the method of contour integration with the other methods, we consider primarily its convergence precision as $\mathrm{N}_{2}$ increases.

The results obtained by the method of angular projection converge more rapidly as $\lambda_{c}$ increases than as $N_{a}$ increases; therefore, in comparing this method with the c.tner methods, we consider primarily its convergence precision as $N_{a}$ increases.

Consider now Tables II and III. Table II shows that, along line 1 (Fig. 2), the method of angular projection in general gives good result for $k_{2} / k_{1} \leqslant 0.5$. In the limit $k_{2} \rightarrow 0$ we see that, for $l=0,1$, and 2 , the method continues to give results accurate to approximately four to eight significant figures. For $l=3$ and 4 the method deteriorates as $k_{2} \rightarrow 0$; however, approximate values of $t_{l}$ for very small $k_{2}$ values can be obtained by extrapolation from the values obtained for somewhat larger $k_{2}$, assuming a $k_{2}^{l}$ dependence. For $k_{2} / k_{1}>0.5$, the angular projection results deteriorate rapidly. As $k_{2} \rightarrow k_{1}$, that is, as we near the logarithmic singularity in $t_{l}$, this method becomes useless. On the other hand, Table III shows that the method of separable series summation in general gives poor results for $k_{2} / k_{1}<0.5$ and good results for $k_{2} / k_{1} \geqslant 0.5$. As $k_{2} \rightarrow 0$, this method's results deteriorate rapidly for all $l$ except $l=0$. As $k_{2} \rightarrow k_{1}$, this method continues to give results accurate to approximately three or four significant figures, for all $l$. Thus, the methods of angular projection and of separable series summation can be regarded as complementary: In the region $k_{2} / k_{1}<0.5$ the former produces accurate results, and in the region $k_{2} / k_{1}>0.5$ the latter produces accurate results. Figures 3 and 4, previously discussed, illustrate this general conclusion.

Consider now Table I. This table shows that the method of contour integration produces good results almost everywhere along line 1 , showing only some deterioration for higher $l$ values as $k_{2} \rightarrow 0$. This deterioration appears to be comparable in seriousness to that shown by the method of
angular projection as $k_{2} \rightarrow 0$. For $l=0$ and 1 , this method continues to produce accurate results as $k_{2} \rightarrow 0$, although this accuracy is not quite as great as that attained by angular projection. As $k_{2} \rightarrow k_{1}$, this method continues to give results accurate to approximately six or seven significant figures, for all $l$. Thus, the method of contour integration produces results superior to those produced by the method of separable series summation along that part of line 1 where the latter method produces its best results; there is no portion of line 1 where the method of separable series summation is not inferior to at least one of the other two methods. In the region $k_{2} / k_{1} \leqslant 0.5$, the methods of contour integration and angular projection appear equally useful.

We now consider the tests conducted along line 2 (Fig. 2). Table IV indicates that the method of contour integration remains accurate to four or five significant figures for all $l$ as $k_{1}$ and $k_{2}$ both $\rightarrow \infty$, but that serious deterioration occurs for higher $l$ as $k_{1}$ and $k_{2}$ both $\rightarrow 0$. Table $V$ indicates that the method of angular projection remains accurate to four to six significant figures for all $l$ both as $k_{1}$ and $k_{2} \rightarrow \infty$ and as $k_{1}$ and $k_{2} \rightarrow 0$. Table VI indicates that the method of separable series summation deteriorates substantially both as $k_{1}$ and $k_{2} \rightarrow \infty$ and as $k_{1}$ and $k_{2} \rightarrow 0$, thus confirming the conclusion that it is always inferior to at least one of the other two methods.

We thus reach the following final conclusions, which are also supported by an analysis of the tabulated test results not presented here:
(1) In the entire region $k_{2} / k_{1}<0.5$, the methods of contour integration and of angular projection are approximately equally useful; the method of angular projection is probably preferable because its results show no deterioration along line 2. The method of separable series summation is useless in this region.
(2) In the entire region $k_{2} / k_{1}>0.5$, the method of contour integration is clearly superior to both of the other methods.

Figures 3 and 4, previously discussed, illustrate these general conclusions.

## C. Mathematical significance of test results

The failures of the methods of angular projection and of

TABLE VI. The same as Table III, but along line 2 (Fig. 2)

| $k_{\mathrm{t}}$ | $l=0$ | $l=1$ | $l=2$ | $l=3$ | $l=4$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| 0.01 | 3 | 2 | 2 | 2 | 3 |
| 0.02 | 3 | 2 | 2 | 1 | 1 |
| 0.04 | 3 | 3 | 2 | 3 | 1 |
| 0.08 | 3 | 2 | 2 | 1 | 1 |
| 0.16 | 4 | 4 | 2 | 3 | 2 |
| 0.32 | 3 | 3 | 3 | 2 | 2 |
| 1.0 | 4 | 3 | 2 | 3 | 2 |
| 3.0 | 3 | 3 | 4 | 3 | 3 |
| 6.0 | 4 | 3 | 3 | 2 | 2 |
| 12.0 | 3 | 3 | 2 | 2 | 1 |
| 25.0 | 3 | 2 | 2 | 1 | 1 |
| 50.0 | 2 | 3 | 1 | 2 | 2 |
| 100.0 | 3 | 2 | 2 | 2 | 1 |

separable series expansion along certain portions of line 1 can be understood in terms of the methods' basic mathmatical natures.

The method of angular projection fails for higher $l$ values as $k_{2} \rightarrow 0$, and for all $l$ values as $k_{2} \rightarrow k_{1}$. To understand these failures, we consider the qualitative behavior of the full amplitude $W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)$, as a function of $\hat{k}_{1} \cdot \hat{k}_{2}$, in these two limits.

From Eq. (8), we see that $W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)$ is a continuous function of $\mathbf{k}_{2}$ at $\mathbf{k}_{2}=0$, so that, for $k_{2}$ small but nonzero, its dependence on the direction $\hat{k}_{2}$ must be very weak. The integrand of the angular projection integral (4) is therefore a nearly constant function of $\hat{k}_{1} \cdot \hat{k}_{2}$; its slight deviations from a constant value determine the integral's nonzero value for higher $l$ values. Even small errors in computing the numerical values of $W$ will not be small in comparison to these slight deviations, and will therefore substantially affect the integral's value for higher $l$. The method thus fails for $k_{2}$ near zero, for higher $l$.

From Eq. (8), we see that, for $k_{2}=k_{1}, W\left(\mathbf{k}_{1}, \mathbf{k}_{2} ; E\right)$ is a singular function of $\hat{k}_{1} \cdot \hat{k}_{2}$ in the limit as the angle between $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ becomes zero. Therefore, for $k_{2}$ nearly equal to $k_{1}$, the integrand of the angular projection integral (4) is nearly singular at $\hat{k}_{1} \cdot \hat{k}_{2}=1$, so that the integral cannot be accurately computed. The method thus fails for $k_{2}$ near $k_{1}$.

The method of separable series summation fails as $k_{2}$ $\rightarrow 0$ for $l \neq 0$. To understand this failure, we consider the series (14), and investigate the $n \rightarrow \infty$ behavior of the terms for small $k_{2}$.

From Eq. (15), we see that, for $k_{2} \rightarrow 0$, the argument of the Gegenbauer polynomial $C_{n-l-1}^{l+1}$ becomes -1 . The values of the Gegenbauer polynomials for arguments of unit magnitude are known ${ }^{8}$ :

$$
\begin{aligned}
C_{n-l-1}^{l+1}(-1)= & (-1)^{n-l-1} C_{n-l-1}^{l+1}(1) \\
= & {\left[(-1)^{n-l-1} /(2 l+1)!\right] } \\
& \times[(n+l!) /(n-l-1)!] ;
\end{aligned}
$$

furthermore,

$$
(n+l)!/(n-l-1) \sim n^{2 l+1} \text { as } n \rightarrow \infty
$$

The factors involving $\gamma_{n}(E)$ then introduce an $n^{-2}$ dependence for large $n$, so that as $n \rightarrow \infty$ the magnitude of the terms of the Sturmian functions expansion behaves as $n^{2!-1}$. Thus, for $l=0$, the series will converge numerically for small $k_{2}$, although rather slowly. But for $l \neq 0$ the series will fail to converge numerically.
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## APPENDIX A: NUMERICAL VALUES OF $\operatorname{Sr}(\alpha)$

To tabulate accurate values of $\operatorname{Sr}(\alpha)$, write the integrand (12) as a sum of two terms:

$$
\log (1-\cos t)=2 \log t+\log \left[(1-\cos t) / t^{2}\right]
$$

The first term, containing the logarithmic singularity, can be integrated analytically. The result is

$$
\begin{equation*}
\operatorname{Sr}(\alpha)=2 \alpha(\log \alpha-1)+\int_{0}^{\alpha} d t \log \left(\frac{1-\cos t}{t^{2}}\right) \tag{16}
\end{equation*}
$$

The remaining term must be integrated numerically. Because this integrand has no singularity at $t=0$ the integration can be accurately performed using some standard method such as Simpson's rule.

The numerical value of $\operatorname{Sr}(\alpha)$ for some arbitrary $\alpha$ can be obtained from the tabulated values by applying an appropriate interpolation scheme to those values tabulated at points lying near the $\alpha$ of interest. The author's test computations showed that, for $\alpha>\pi / 20$, a simple polynomial interpolation scheme applied directly to the tabulated Sr values produces satisfactory results. The author's interpolation scheme consisted of fitting a third order polynomial to the Sr values tabulated at the four points nearest the $\alpha$ of interest. The author tabulated the values of Sr at the endpoints of 400 intervals of length $\pi / 400$, covering the interval $[0, \pi]$.

For $\alpha<\pi / 20$, such an interpolation scheme produces unsatisfactory results. The function $\operatorname{Sr}(\alpha)$ has an infinite derivative at $\alpha=0$, and no polynomial fit applied directly to the tabulated Sr values for small $\alpha$ can adequately mimic this infinite slope feature of the function. To obtain $\operatorname{Sr}(\alpha)$ for small $\alpha$, the two portions (16) of the function Sr must be treated separately. The first portion is known analytically; and the second, because it does not exhibit the infinite slope feature, can be accurately treated with a simple polynomial interpolation scheme.

## APPENDIX B: NUMERICAL SUMMATION OF CERTAIN SERIES

Consider two series, of the forms

$$
\begin{aligned}
& C_{n}^{\sigma}=\sum_{\lambda=1}^{\infty} \frac{\cos \lambda \alpha}{\lambda^{n-1}(\lambda+\sigma)} \\
& S_{n}^{\sigma}=\sum_{\lambda=1}^{\infty} \frac{\sin \lambda \alpha}{\lambda^{n-1}(\lambda+\sigma)}
\end{aligned}
$$

A series of the latter form, with $n=4$, must be summed mathematically in computing Coulomb amplitude values by the method of angular projection. To study the numerical convergence properties of such series, and to justify use of the correction term in Eq. (13), we first note that the two series are the real and imaginary parts of a series

$$
E_{n}^{\sigma} \equiv \sum_{i=1}^{\infty} \frac{e^{i \lambda \sigma}}{\lambda^{n-1}(\lambda+\sigma)} \equiv \sum_{\lambda=1}^{\infty} z(\lambda)
$$

Let $\lambda_{c}$ denote a cutoff index. We denote the series truncated after $\lambda_{c}$ terms as

$$
\epsilon\left(\lambda_{c}\right) \equiv \sum_{i=1}^{\lambda_{c}} z(\lambda)
$$

We wish to determine a complex correction terms $c\left(\lambda_{c}\right)$ such that $\epsilon\left(\lambda_{c}\right)+c\left(\lambda_{c}\right) \rightarrow E_{n}^{\sigma}$ much more rapidly as $\lambda_{c} \rightarrow \infty$ than does $\epsilon\left(\lambda_{c}\right)$.

We regard $E_{n}^{\sigma}$ and all of the $z, c$, and $\epsilon$ as vectors lying in the complex plane, and study their geometric properties.


FIG. 5. The geometric construction of the complex correction term $c\left(\lambda_{c}\right)$. The labeled points are: I, $\epsilon\left(\lambda_{c}-1\right)$ III, $\epsilon\left(\lambda_{c}\right) ;$ III, $\epsilon\left(\lambda_{c}+1\right)$; and IV, $E_{n}^{c}$. The labeled vectors are: $1, z\left(\lambda_{c}\right) ; 2, z\left(\lambda_{c}+1\right) ; 3, c\left(\lambda_{c}+1\right) ;$ and $4, c\left(\lambda_{c}\right)$. The curve represents the spiral path along which the points $\epsilon$ lie. The segment shown is considered approximately circular, with the point IV lying at its center.

The most important properties are: For all $\lambda$, the angle between vectors $z(\lambda)$ and $z(\lambda+1)$ is exactly equal to $\alpha$, and, for sufficiently large $\lambda$, the ratio of these vectors' magnitudes becomes arbitrarily close to unity. Since each $\epsilon\left(\lambda_{c}\right)$ is the vector sum of the first $\lambda_{c}$ vectors $z(\lambda)$, these properties im-
ply: For a sufficiently large minimum $\lambda^{\prime}$, the chain of points $\epsilon\left(\lambda_{c}\right)$ for $\lambda_{c}>\lambda_{c}^{\prime}$ lies on a spiral path, which very slowly spirals inward around the point $E_{n}^{\sigma}$. For any $\lambda_{c}>\lambda_{c}{ }_{c}$, the points $\epsilon$ lying near $\epsilon\left(\lambda_{c}\right)$ lie approximately on a circle, the radius of which very slowly diminishes to zero as $\lambda_{c} \rightarrow \infty$. (This circle's radius is initially much smaller for $n=4$ than for $n=1$, but in either case this radius diminishes to zero very slowly as $\lambda_{c} \rightarrow \infty$.) The point $E_{n}^{\sigma}$ lies very near the center of this circle. We therefore choose $c\left(\lambda_{c}\right)$ as a vector which, when added to $\epsilon\left(\lambda_{c}\right)$, reaches the point lying at that center.

Consider Fig. 5. The points $\epsilon\left(\lambda_{c}-1\right), \epsilon\left(\lambda_{c}\right), \epsilon\left(\lambda_{c}+1\right)$, and $E_{n}^{\sigma}$; and the vectors $z\left(\lambda_{c}\right), z\left(\lambda_{c}+1\right), c\left(\lambda_{c}\right)$, and $c\left(\lambda_{c}+1\right)$ are shown. Also shown is a part of the spiral on which the points $\epsilon$ lie. By vector addition,

$$
c\left(\lambda_{c}\right)=z\left(\lambda_{c}+1\right)+c\left(\lambda_{c}+1\right) .
$$

Because of the approximate circular geometry,

$$
\begin{aligned}
& z\left(\lambda_{c}+1\right) \approx z\left(\lambda_{c}\right) e^{i \alpha}, \\
& c\left(\lambda_{c}+1\right) \approx c\left(\lambda_{c}\right) e^{i \alpha} .
\end{aligned}
$$

Therefore,
$c\left(\lambda_{c}\right) \approx\left[z\left(\lambda_{c}\right)+c\left(\lambda_{c}\right)\right] e^{i \alpha}, \quad c\left(\lambda_{c}\right) \approx z\left(\lambda_{c}\right) /\left(e^{-i \alpha}-1\right)$.
By taking the real and imaginary parts of this $c\left(\lambda_{c}\right)$ we finally obtain correction terms to be used in truncating the series $C_{n}^{\sigma}$ and $S_{n}^{\sigma}$ :

$$
\begin{aligned}
& C_{n}^{\sigma} \approx \sum_{\lambda=1}^{\lambda_{c}} \frac{\cos \lambda \alpha}{\lambda^{n-1}(\lambda+\sigma)}-\frac{\sin \left(\left(\lambda_{c}+\frac{1}{2}\right) \alpha\right)}{2 \lambda_{c}^{n-1}\left(\lambda_{c}+\sigma\right) \sin \frac{1}{2} \alpha} \\
& S_{n}^{\sigma} \approx \sum_{\lambda=1}^{\lambda_{c}} \frac{\sin \lambda \alpha}{\lambda^{n-1}(\lambda+\sigma)}+\frac{\cos \left(\left(\lambda_{c}+\frac{1}{2}\right) \alpha\right)}{2 \lambda_{c}^{n-1}\left(\lambda_{c}+\sigma\right) \sin \frac{2}{2} \alpha}
\end{aligned}
$$
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Using the decomposition of the curvature tensor by means of the dual * operator, several useful expressions for characteristic classes in some kinds of Einstein manifolds are obtained. Consequently, some topological restrictions of the underlying manifolds are considered.

## 1. INTRODUCTION

The most intersting Riemannian manifolds in physics have dimension 4. In this case the duality * operator plays an important role. The Riemannian curvature tensor can be decomposed by means of the * operator. Using such a decomposition, it has been shown that there exist several inequalities between the Euler number, Pontrjagin number, and the Yang-Mills functional on the manifolds. ${ }^{1}$ This paper discusses some important special cases. For EinsteinKähler manifolds and half-conformally flat Einstein manifolds, which are interesting to the gauge theory, ${ }^{2}$ we obtain several useful expressions for the Euler class and Pontrjagin class, from which some topological restrictions of the manifolds are obtained. In particular, H. Donnelly's inequality ${ }^{3}$ for the Einstein-Kähler manifolds is a consequence of these expressions.

## 2. DECOMPOSITION OF THE CURVATURE TENSOR AND CHARACTERISTIC CLASSES

Let $M$ be an oriented Riemannian manifold of dimension 4, and let $R$ and $\Lambda^{P}$ be the curvature tensor and the bundle of exterior $p$-forms of the manifold $M$, respectively. The Riemannian curvature tensor defines a symmetric transformation in $\Lambda^{2}$ given by

$$
R\left(e_{h} \Lambda e_{i}\right)=\frac{1}{2} \sum_{j, k} R_{h i j k}\left(e_{j} \Lambda e_{k}\right)
$$

where $\left\{e_{i}\right\}$ is a local orthonormal basis of 1 -forms. At any point $x \in M$ such linear transformations form a vector space with inner product given by $\left\langle R \cdot R^{\prime}\right\rangle=\operatorname{tr} R R^{\prime}$.

The duality operator ${ }^{*}: \Lambda^{2} \rightarrow \Lambda^{2}$ is defined by

$$
\alpha \Lambda^{*} \beta=(\alpha, \beta) \Omega
$$

where $\alpha, \beta \in \Lambda^{2},(\alpha, \beta)$ is the inner product on 2 -forms, and $\Omega$ is the volume form.

As is well known, the bundle $\Lambda^{2}$ splits a direct sum

$$
\Lambda^{2}=\Lambda_{+}^{2} \oplus \Lambda_{-}^{2}
$$

where $\Lambda_{\mp}^{2}$ are the $\mp 1$ eigenspaces of the * operator.
For the sake of the simplicity we denote
${ }^{*} R\left(e_{h} \Lambda e_{i}\right)=\frac{1}{2} \sum_{j, k} R_{h i j k}^{*}\left(e_{j} \Lambda e_{k}\right)=\frac{1}{2} \sum_{j, k} R{ }_{h i j k}^{*}\left(e_{j} \Lambda e_{k}\right)$.
Setting

$$
\begin{equation*}
R_{h i j k}^{* \cdot}=R_{j k h i}^{*}, \tag{2.1}
\end{equation*}
$$

we define

$$
\begin{aligned}
& R^{*}\left(e_{h} \Lambda e_{i}\right)=\frac{1}{2} \sum_{j, k} R_{h i j k}^{* *}\left(G_{j} \Lambda e_{k}\right), \\
& { }^{*} R^{*}\left(e_{h} \Lambda e_{i}\right)=\frac{1}{2} \sum_{j, k} R_{h i j k}^{* *}\left(e_{j} \Lambda e_{k}\right) .
\end{aligned}
$$

Moreover, we define

$$
\begin{align*}
& R^{++}=\frac{1}{4}\left(R+R^{* \cdot}+R^{* *}+R^{* *}\right) \\
& R^{--}=\frac{1}{4}\left(R-R^{* \cdot}-R^{* *}+R^{* *}\right),  \tag{2.2}\\
& R^{+-}=\frac{1}{4}\left(R+R^{* \cdot}-R^{*}-R^{* *}\right) \\
& R^{++}=\frac{1}{4}\left(R-R^{* \cdot}+R^{*}-R^{* *}\right) .
\end{align*}
$$

It is well known that $R^{+-}=0$ is equivalent to $R^{++}=0$ and $M$ is a Einstein manifold iff $R^{+-}=0^{1}$ which is the case of our consideration through this paper. On the other hand, the curvature $R$ can be written as a block matrix relative to the decomposition $\Lambda_{+}^{2} \oplus \Lambda_{-}^{2}$ :

$$
\left(\begin{array}{ll}
A^{+} & B \\
B^{T} & A^{-}
\end{array}\right)
$$

where $\left|A^{+}\right|^{2}=\left|R^{++}\right|^{2},\left|A^{-}\right|^{2}=\mid R^{-\left.\right|^{2}}$, and $|B|^{2}=\left|B^{T}\right|^{2}=\left|R^{+}\right|^{2}$. Moreover, we have $\operatorname{tr} A^{+}=\operatorname{tr} A^{-}$ $=\frac{1}{4} s$, where $s$ is the scalar curvature, which is a constant in an Einstein manifold, and

$$
\begin{align*}
& W^{+}=A^{+}-\frac{s}{12} i d \\
& W^{-}=A^{-}-\frac{s}{12} \text { id }  \tag{2.3}\\
& W=W^{+}+W^{-}
\end{align*}
$$

where $i d$ denotes the identity transformation and $W$ is the Weyl conformal curvature tensor.

We define the manifolds with $W^{+}=0$ or $W^{-}=0$ as the half-conformally flat manifolds.

From the above relations the Euler characteristic class ${ }^{4,1}$ of $M$ can be expressed as

$$
\begin{align*}
& \frac{1}{32 \pi^{2}} \sum \epsilon_{i_{1} \cdots i_{4}} R\left(e_{i_{1}} \Lambda e_{i_{2}}\right) \Lambda R\left(e_{i_{3}} \Lambda e_{i_{4}}\right) \\
& \quad=\frac{1}{8 \pi^{2}}\left(\left|R^{++}\right|^{2}+\left|R^{--}\right|^{2}-2\left|R^{+}\right|^{2}\right) \Omega \tag{2.4}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{8 \pi^{2}}\left(\left|W^{+}\right|^{2}+\left|W^{-}\right|^{2}+\frac{s^{2}}{24}-2\left|R^{+-}\right|\right) \Omega \tag{2.5}
\end{equation*}
$$

Similarly, the first Pontrjagin class ${ }^{4,1}$ is

$$
\begin{gather*}
\frac{1}{8 \pi^{2}} \sum \delta_{i_{1} i_{2}}^{j, j_{2}} R\left(e_{i_{1}} \Lambda e_{j_{1}}\right) \Lambda R\left(e_{i_{2}} \Lambda e_{j_{2}}\right) \\
=\frac{1}{4 \pi^{2}}\left(\left|R^{++}\right|^{2}-\left|R^{-}\right|^{2}\right) \Omega \\
\frac{1}{4 \pi^{2}}\left(\left|W^{+}\right|^{2}-\left|W^{-}\right|^{2}\right) \Omega . \tag{2.6}
\end{gather*}
$$

As a consequence, Eqs. (2.4) and (2.6) immediately give Hitchin's inequality about Einstein manifolds $|p| / 2 \leqslant \chi{ }^{5}$

As is known the Yang-Mills functional of $M$ is

$$
\begin{equation*}
Y M(M)=\int_{M}|R|^{2} \Omega \tag{2.7}
\end{equation*}
$$

Though this paper, if we do not assume a manifold to be compact without boundary, but assume that the Yang-Mills functional is finite, then $\chi$ and $p$ lose original topological meanings, but integral inequalities in the paper still hold. They can be considered as constraints on the Riemannian metrics.

## 3. EINSTEIN-KÄHLER CASE

Let $M$ be a Kähler manifold.
Lemma 3.1: For the Kähler manifolds

$$
W^{+}=\left(\begin{array}{ccc}
\frac{s}{6} & 0 & 0  \tag{3.1}\\
0 & -\frac{s}{12} & 0 \\
0 & 0 & -\frac{s}{12}
\end{array}\right)
$$

Proof: We take a Hermitian basis $e_{1}, J e_{1}, e_{2}, J e_{2},{ }^{4}$ where $J$ is the canonical almost complex structure. From this Hermitian basis $\left\{e_{1} \Lambda J e_{1}+e_{2} \Lambda J e_{2}, e_{1} \Lambda e_{2}+J e_{2} \Lambda J e_{1}\right.$, $\left.e_{1} \Lambda J e_{2}+J e_{1} \Lambda e_{2}\right\}$ form a basis for $\Lambda^{2}+$. Using the properties about Kähler manifold, ${ }^{4}$ we have

$$
R_{e_{1} \Delta e_{2}+J e_{1} A J e_{4}}=0, \quad R_{e_{1} A J e_{2}+J e_{1} A e_{2}}=0
$$

and

$$
\begin{equation*}
R_{e_{1} A J e_{1}+e_{2} \Delta J e_{3}}=R i c \cdot J \tag{3.2}
\end{equation*}
$$

by direct computation. Thus, Eq. (3.2) gives

$$
\begin{aligned}
& \left\langle R_{\left.e_{1} A J e_{1}+e_{1} A J e_{2}, e_{1} A J e_{1}+e_{2} A J e_{2}\right\rangle} \quad=\left\langle R i c \cdot J, e_{1} A J e_{1}+e_{2} A J e_{2}\right\rangle\right. \\
& \quad=\left\langle R i c J\left(e_{1}\right), J e_{1}\right\rangle+\left\langle R i c J\left(e_{2}\right), J e_{2}\right\rangle=\frac{s}{2}, \\
& \left\langle R_{\left.e_{1} A J e_{1}+e_{2} A J e_{2}, e_{1} A e_{2}+J e_{2} A J e_{1}\right\rangle} \quad=\left\langle R i c J, e_{1} A J e_{2}+J e_{2} A J e_{1}\right\rangle\right. \\
& \quad=
\end{aligned}
$$

Similarly,

$$
\left\langle R_{e_{1}, A J e_{1}+e_{2} A J e_{1}, e_{1} A J e_{2}+J e_{1} A e_{2}}\right\rangle=0 .
$$

So we have

$$
A^{*}=\left(\begin{array}{ccc}
s / 4 & 0 & 0  \tag{3.3}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

From Eq. (3.3) we obtain Eq. (3.1). Equations (2.5), (2.6) and (3.1) give the following:

Theorem 3.2: Let $\boldsymbol{M}$ be a four-dimensional EinsteinKähler manifold. Then its caracteristic numbers have the following relations:
(i) $\chi(M)=\frac{1}{8 \pi^{2}} \int_{M}\left(\left|W^{-}\right|^{2}+\frac{s^{2}}{12}\right) \Omega$,
(ii) $p(M)=\frac{1}{4 \pi^{2}} \int_{M}\left(\frac{s^{2}}{24}-\left|W^{-}\right|^{2}\right) \Omega$,
(iii) $\chi(M)+\frac{1}{2} p(M)=\frac{s^{2} \operatorname{Vol}(M)}{2^{6} \pi^{2}}$,
(iv) $\chi-p=\frac{3}{8 \pi^{2}} \int_{M}\left|W^{-}\right|^{2} \Omega$,
(v) $-2 \chi \leqslant p \leqslant \chi$,
where $-2 x=p$ holds iff $s=0$ which is equivalent to $W^{+}=0$ or $R^{++}=0$, and $p=x$ holds iff $W^{-}=0$. So both are half-conformally flat manifolds. It is well known that the first one is the $K_{3}$ surface if it is simply connected, and the second one has constant holomorphic section curvature which we shall show later.

Remark 1: if $s \neq 0, \operatorname{Vol}(M)<\infty$. If $s=0$, $\chi(M)+\frac{1}{2} p(M)=0$ holds also

Remark 2: $(V)$ have been obtained by H. Donnelly in a different approach ${ }^{3}$.

If we employ the normal form of the curvature tensor for the four-dimensional Einstein manifold ${ }^{6}$, then we can express characteristic numbers in other forms. This theorem states that there exists an orthonormal basis such that relative to the corresponding basis $\left\{e_{1} \Lambda e_{2}, e_{1} \Lambda e_{3}, e_{1} \Lambda e_{4}, e_{3} \Lambda e_{4}\right.$, $\left.e_{4} \Lambda e_{2}, e_{2} \Lambda e_{3}\right\}$ of $\Lambda^{2}$, the matrix of curvature components has the form
$[R]=\left(\begin{array}{ll}A & B \\ B & A\end{array}\right)$,
$A=\left(\begin{array}{ccc}\lambda_{1} & 0 & 0 \\ 0 & \lambda_{2} & 0 \\ 0 & 0 & \lambda_{3}\end{array}\right)$ and $B=\left(\begin{array}{ccc}\mu_{1} & 0 & 0 \\ 0 & \mu_{2} & 0 \\ 0 & 0 & \mu_{3}\end{array}\right)$,
where any 2-planes, which form the basis of $\Lambda^{2}$, are critical points for sectional curvature function. The relative critical values are $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ with $\lambda_{1}+\lambda_{2}+\lambda_{3}=s / 4$. The first Bianchi identity implies $\mu_{1}+\mu_{2}+\mu_{3}=0$. From now on we call such an orthonormal basis of $\Lambda^{2}$ to be a normal basis, from which we take the basis $\left\{e_{1} \Lambda e_{2}+e_{3} \Lambda e_{4}\right.$, $e_{1} \Lambda e_{3}+e_{4} \Lambda e_{2}, e_{1} \Lambda e_{4}+e_{2} \Lambda e_{3}, e_{1} \Lambda e_{2}-e_{3} \Lambda e_{4}$, $\left.e_{1} \Lambda e_{3}-e_{4} \Lambda e_{2}, e_{1} \Lambda e_{4}-e_{2} \Lambda e_{3}\right\}$ relative to the decomposition (2.3). It has a more explicit form
$W^{+}=\left(\begin{array}{ccc}\lambda_{1}+\mu_{1}-\frac{s}{12} & 0 & 0 \\ 0 & \lambda_{2}+\mu_{2}-\frac{s}{12} & 0 \\ 0 & 0 & \lambda_{3}+\mu_{3}-\frac{s}{12}\end{array}\right)$,
$W^{-}=\left(\begin{array}{ccc}\lambda_{1}-\mu_{1}-\frac{s}{12} & 0 & 0 \\ 0 & \lambda_{2}-\mu_{2}-\frac{s}{12} & 0 \\ 0 & 0 & \lambda_{3}-\mu_{3}-\frac{s}{12}\end{array}\right)_{(3.4}$
and obviously $B=0$.
Lemma 3.3: There exists a Hermitian basis $\left\{e_{2}, J e_{1}, e_{2}\right.$, $\left.J e_{2}\right\}$ in an Einstein-Kähler manifold such that the curvature tensor has the normal form in the following basis: $\left\{e_{1} \Lambda J e_{1}\right.$, $\left.e_{1} \Lambda e_{2}, e_{1} \Lambda J e_{2}, e_{2} \Lambda J e_{2}, J e_{2} \Lambda J e_{1}, J e_{1} \Lambda e_{2}\right\}$,

Proof: According to the fact that the 2 -plane $P$ is a critical point of $R$ iff $R P=\lambda P+\mu P^{1,}{ }^{6}$ if $P$ is a critical 2 planes, and so is $J P$. Therefore, there is either $P= \pm J P$ or $P^{1}$
$= \pm J P$, which correspond to $P \sqcap J P \neq \phi$ or $P \cap J P=\phi$, respectively, where $\pm$ means the same or opposite orientation of the planes. For any normal basis $P_{1}=e_{1} \Lambda e_{2}, P_{2}=e_{1} \Lambda e_{3}$, $P_{3}=e_{1} \Lambda e_{4}, P_{1}^{\perp}=e_{3} \Lambda e_{4}, P_{2}^{\perp}=e_{4} \Lambda e_{2}, P_{3}^{\perp}=e_{2} \Lambda e_{3}$, it is impossible that $J P_{i}= \pm P_{i}^{1}, i=1,2,3$. Otherwise, $J\left(P_{1} \cap P_{2}\right) \subset \pm P_{1}^{\perp} \cap \pm P_{2}^{\perp}=\left\{e_{4}\right\}$, namely, $J e_{1}= \pm e_{4}$. Similarly, we have $J e_{1}= \pm e_{2}$, which is contradictory. Therefore, there exists a $P_{i}$ such that $J P_{i}= \pm P_{i}$. It means $P_{i}$ and $P_{i}^{\perp}$ are holomorphic 2-planes. (Maybe there is a need to change the orientation of the planes.) Without loss of generality, we assume them to be $P_{1}$ and $P_{1}^{1}$. We take that $e_{1}$ and $J e_{1}$ span $P_{1}, e_{2}$ and $J e_{2}$ span $P_{1}^{1}$. So we obtain such a Hermitian basis that $e_{1} \Lambda J e_{1}, e_{1} \Lambda e_{2}, e_{2} \Lambda J e_{2}, J e_{2} \Lambda J e_{1}$ are critical 2planes. By the symmetry of the Riemmanian curvature tensor $e_{1} \Lambda J e_{2}$ and $J e_{1} \Lambda e_{2}$ are critical 2-planes as well.

As a result, in any Einstein-Kähler manifold one can choose a Hermitian basis $\left\{e_{1}, J e_{1}, e_{2}, J e_{2}\right\}$ with critical 2planes of the section curvature function $e_{1} \Lambda J e_{1}, e_{2} \Lambda J e_{2}, \ldots$ Equations (3.1) and (3.4) give

$$
\begin{equation*}
\left|\boldsymbol{W}^{-}\right|^{2}=\left(2 \lambda_{1}-\frac{s}{3}\right)^{2}+\left(2 \lambda_{2}-\frac{s}{12}\right)^{2}+\left(2 \lambda_{3}-\frac{s}{12}\right)^{2} \tag{3.5}
\end{equation*}
$$

So we obtain the result as follows:
Theorem 3.4: Let $M$ be a four-dimensional EinsteinKähler manifold, then we have

$$
\begin{align*}
\chi(M)= & \frac{1}{8 \pi^{2}} \int_{M}\left\{\left(2 \lambda_{1}-\frac{s}{3}\right)^{2}+\left(2 \lambda_{2}-\frac{s}{12}\right)^{2}\right. \\
& \left.+\left(2 \lambda_{3}-\frac{s}{12}\right)^{2}+\frac{s^{2}}{12}\right) \Omega \\
p(M)= & \frac{1}{4 \pi^{2}} \int_{M}\left\{\frac{s^{2}}{24}-\left(2 \lambda_{1}-\frac{s}{3}\right)^{2}+\left(2 \lambda_{2}-\frac{s}{12}\right)^{2}\right. \\
& \left.+\left(2 \lambda_{3}-\frac{s}{12}\right)\right\} \Omega \tag{3.6}
\end{align*}
$$

where $s$ is the scalar curvature in $M ; \Omega$ is the volume form of $M ; \lambda_{1}, \lambda_{2}, \lambda_{3}$ are critical values of section curvature functions and $\lambda_{1}$ is the holomorphic sections curvature also.

Remark 1: Using the relations between section curvatures and holomorphic section curvatures, we can evaluate the upper bound of the Euler number and the lower bound of the Pontrjagin number, if we give bounds to holomorphic section curvatures.

Remark 2: $W^{-}=0$ iff $\lambda_{1}=s / 6, \lambda_{2}=s / 24, \lambda_{3}=s / 24$.
If we notice Eqs. (3.1) and (3.4) again, we have $\mu_{1}=s / 12, \mu_{2}=-s / 24, \mu_{3}=-s / 24$. Consequently, its holomorphic sections curvatures equal a constant $s / 6$, which are already obtained by Gu Chaohao and Hu Hesheng. ${ }^{7}$

## 4. HALF-CONFORMALLY FLAT EINSTEIN CASE

Recall that conditions for half-conformally flat Einstein are $W^{-}=0$ (or $W^{+}=0$ ) and $R^{+}=0$. We have the following results:

Theorem 4.1: Let $M$ be a four-dimensional half-conformally flat Einstein manifold. Its characteristic numbers have relations

$$
\text { (i) } \begin{aligned}
\chi(M)= & \frac{1}{8 \pi^{2}} \int_{M}\left(\left|W^{+}\right|^{2}+\frac{s^{2}}{24}\right) \Omega \\
& \times\left(\text { or } \chi(M)=\frac{1}{8 \pi^{2}} \int_{M}\left(\left|W^{-}\right|^{2}+\frac{s^{2}}{24}\right) \Omega\right)
\end{aligned}
$$

(ii)

$$
\begin{gathered}
p(M)=\frac{1}{4 \pi^{2}} \int_{M}\left|W^{+}\right|^{2} \Omega\left(\operatorname{or} p(M)=-\frac{1}{4 \pi^{2}} \int_{M}\left|W^{-}\right|^{2} \Omega\right) \\
\text { (iii) } \chi(M)=\frac{|p(M)|}{2}+\frac{s^{2} \operatorname{Vol}(M)}{2^{6} \cdot 3 \pi^{2}}
\end{gathered}
$$

Proof: (i) and (ii) can be obtained from Eqs. (2.5), (2.6), and the conditions for half-conformally flat Einstein manifolds. (iii) follows from (i) and (ii).

If we name the half-conformally flat Einstein manifolds with $S \neq 0$ and $W \neq 0$ as nontrivial half-conformally flat Einstein manifolds, we have the following corollary.

Corollary 4.2: There are no nontrivial half-conformally flat Einstein metrics with the global topology of $S^{4}, S^{2} \times S^{2}$, and $K_{3}$.

Proof: According to the Theorem 4.1, $S \neq 0$ is equivalent to $X>|p| / 2$ and $W \neq 0$ is equivalent to $p(M) \neq 0$ from the facts that $p\left(s^{4}\right)=p\left(s^{2} \times s^{2}\right)=0, p\left(K_{3}\right)=-48$ and $X\left(K_{3}\right)=24$; hence, we obtain the conclusion.

If we employ the normal form of curvature tensor for a four-dimensional Einstein manifold, we have another expression for characteristic numbers. $W^{-}=0$ gives $\lambda_{i}-\mu_{i}$ $=s / 12$, so we have

$$
\begin{equation*}
\left|W^{+}\right|^{2}=\left(2 \lambda_{1}-\frac{s}{6}\right)^{2}+\left(2 \lambda_{2}-\frac{s}{6}\right)^{2}+\left(2 \lambda_{3}-\frac{s}{6}\right)^{2} \tag{4.1}
\end{equation*}
$$

Substituting Eq. (4.1) into expressions for the Euler number and the Pontrjagin number, we get

$$
\begin{align*}
\chi(M)= & \frac{1}{8 \pi^{2}} \int_{M}\left[\left(2 \lambda_{1}-\frac{s}{6}\right)^{2}+\left(2 \lambda_{2}-\frac{s}{6}\right)^{2}\right. \\
& \left.+\left(2 \lambda_{3}-\frac{s}{6}\right)^{2}+\frac{s^{2}}{24}\right] \Omega \\
p(M)= & \frac{1}{4 \pi^{2}} \int_{M}\left[\left(2 \lambda_{1}-\frac{s}{6}\right)^{2}+\left(2 \lambda_{2}-\frac{s}{6}\right)^{2}\right. \\
& \left.+\left(2 \lambda_{3}-\frac{s}{6}\right)^{2}\right] \Omega \tag{4.2}
\end{align*}
$$

If we assume that $\lambda_{i} \lambda_{j} \geqslant 0, i j=1,2,3$, we obtain then

$$
\begin{equation*}
0 \leqslant\left|W^{\dagger}\right|^{2} \leqslant \frac{s^{2}}{6} \tag{4.3}
\end{equation*}
$$

Theorem 4.1 and inequality (4.3) give

$$
\begin{equation*}
\frac{s^{3} \operatorname{vol}(M)}{2^{6} \cdot 3 \pi^{2}} \leqslant \chi(M) \leqslant \frac{5 s^{2} \operatorname{vol}(M)}{2^{6} \cdot 3 \pi^{2}} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leqslant p(M) \leqslant \frac{s^{2} \operatorname{vol}(M)}{2^{3} \cdot 3 \pi^{2}} \tag{4.5}
\end{equation*}
$$

so we have
$0 \leqslant \frac{p(M)}{2^{3}} \leqslant \frac{s^{2} \operatorname{vol}(M)}{2^{6} \cdot 3 \pi^{2}} \leqslant \chi(M) \leqslant \frac{5 \cdot s^{2} \operatorname{vol}(M)}{2^{6} \cdot 3 \pi^{2}}$.
For $W^{+}=0$ we can obtain similar results. We summarize the results as follows:
$0 \leqslant \frac{|p(M)|}{2^{3}} \leqslant \frac{s^{2} \operatorname{vol}(M)}{2^{6} \cdot 3 \pi^{2}} \leqslant \chi(M) \leqslant \frac{5 \cdot s^{2} \operatorname{vol}(M)}{2^{6} \cdot 3 \pi^{2}}$.
Theorem 4.3: Let $M$ be a four-dimensional half-conformally flat Einstein manifold with nonnegative (or nonpositive) section curvatures. Then its characteristic numbers, scalar curvature, and volume satisfy inequality (4.6).

For $C P_{2}$ with the Fubini-study metric, which is a nontrivial half-conformally flat Einstein manifold, we have $p=3, x=3, s=24$, $\operatorname{Vol}\left(c p_{2}\right)=\pi^{2} / 2$, which obviously satisfy inequality (4.6). It is not known whether there exist any other nontrivial half-conformally flat Einstein manifolds ex-
cept the Einstein-Kähler manifolds with constants holomorphic sectional curvatures.
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#### Abstract

The equilibrium conditions of a relativistic fluid with nonzero viscosity and heat conduction coefficients are known to reduce to Einstein's equations for a barotropic perfect fluid in rigid motion. We consider here the linearization of these equations on a static spherically symmetric background and show that the solution space is three-dimensional (parametrized by the angular velocity vector, for example), provided the exterior vacuum region is asymptotically Euclidean and the equation of state $\rho=\rho(p)$ (satisfying $\rho \geq p \geq 0$ and $d p / d \rho>0$ ) is fixed, as well as the central values of the pressure and the gravitational potential. In the exterior region this solution agrees with the Kerr solution, linearized on the Schwarzschild background. This result is the first step towards proving a certain uniqueness of the possible equilibrium configurations of slowly rotating relativistic fluids. It is obtained using invariantly defined global conditions, without assuming the existence of particular coordinate systems.


## 1. INTRODUCTION

We begin in this paper a mathematical analysis of the set of possible equilibrium configurations of a slowly rotating (simple, thermodynamic) relativistic fluid body surrounded by vacuum.

Slowly rotating relativistic stars have been extensively discussed during the last decade, but mainly from an astrophysical point of view. ${ }^{1}$ Our objective is to extend the classical mathematical theory of the equilibrium configurations of nonrelativistic self-gravitating fluids ${ }^{2}$ to Einstein's theory of general relativity. The main tool in the Newtonian case is the classical potential theory which does not generalize easily to Riemannian manifolds. On the other hand, for the stationary vacuum equations in general relativity, together with the boundary conditions of asymptotical flatness and regularity at a horizon, one has the uniqueness theorems for black holes of Israel, Carter, Hawking, and Robinson. ${ }^{3}$ The situation is considerably more complicated if sources are present. Nevertheless, if the equation of state is given and fixed and the field equations are supplemented by the conditions for rigid motions, one obtains a system of equations whose linearization may be expected to be elliptic, once the coordinate freedom is factored out. The set of solutions of these linearized equations together with appropriate boundary conditions will then be finite-dimensional.

Of course, this reasoning is very heuristic and only a very general guideline. Proving that there exists a solution to the linearized system does not guarantee the existence of a solution to the nonlinear equations (it could be linearization instable ${ }^{4}$ ). Nor does uniqueness of the solution to the linearized system imply uniqueness for the nonlinear case (there could be bifurcation points). However, the general relativistic case is less degenerate than the Newtonian one, so there is

[^16]more hope of proving that there exists a finite-dimensional family of slowly rotating configurations with a given equation of state. (In the Newtonian case elliptic configurations with constant density have received by far the greatest attention, ${ }^{5}$ but both these special assumptions do not make much sense in general relativity.) For static (nonrotating) cases the result is intuitively obvious: The equilibrium configuration must be spherically symmetric. But while a mathematical proof exists for the Newtonian case, ${ }^{6}$ it is not yet complete for the general relativistic case. ${ }^{7-9}$

In this paper our aim is quite modest. We consider the linearized equations on the static spherically symmetric background, where they simplify considerably. This allows us to show that for a fixed equation of state and fixed central values of the gravitational potential and pressure the space of solutions is three-dimensional and can be thought of as parametrized by the angular velocity vector. This result is obtained by means of elementary estimates very similar to those used in Ref. 8.

In the rest of this section we will make our assumptions more precise and outline the method used. We consider a simple relativistic fluid with viscosity and heat conduction, i.e., we assume that there exists a timelike vector field $u^{\alpha}$ and a matter (baryon number) density $n$ satisfying ${ }^{10}$

$$
\begin{equation*}
\nabla_{\mu}\left(n u^{\mu}\right)=0 \tag{1.1}
\end{equation*}
$$

as well as a specific thermal energy $\epsilon$, specific entropy $s$, thermodynamic pressure $p$, and temperature $T(>0)$ related by

$$
\begin{equation*}
d \epsilon=T d s+p n^{-2} d n \tag{1.2}
\end{equation*}
$$

The stress-energy tensor is assumed to be of the form
$T^{\alpha \beta}=\rho u^{\alpha} u^{\beta}+2 u^{(\alpha} q^{\beta)}+(p-\zeta \theta)\left(g^{\alpha \beta}+u^{\alpha} u^{\beta}\right)-\pi^{\alpha \beta}$,
where $\rho:=n(1+\epsilon)$ and $\theta:=\nabla_{\mu} u^{\mu}$ (expansion rate), and where the heat flow vector $q^{\alpha}$ and the shear stress tensor $\pi^{\alpha \beta}$ are orthogonal to $u^{\alpha}$ and of the form

$$
\begin{align*}
& \pi_{\alpha \beta}=2 \eta \sigma_{\alpha \beta}  \tag{1.4}\\
& q^{\alpha}=-\kappa\left(g^{\alpha \mu}+u^{\alpha} u^{\mu}\right)\left(\partial_{\mu} T+T \dot{u}_{\mu}\right)\left(\cdot:=u^{\mu} \nabla_{\mu}\right) \tag{1.5}
\end{align*}
$$

Here $\sigma_{\alpha \beta}:=\nabla_{(\alpha} u_{\beta)}-\frac{1}{3} \theta\left(g_{\alpha \beta}+u_{\alpha} u_{\beta}\right)+\dot{u}_{(\alpha} u_{\beta)}$ is the shear deformation rate. Thermal equilibrium is then defined by the condition that

$$
\begin{equation*}
\nabla_{\mu} s^{\mu}=0 \tag{1.6}
\end{equation*}
$$

for the entropy flux vector $s^{\mu}:=n s u^{\mu}+T^{-1} q^{\mu}$.
Now Eqs. (1.1)-(1.6), together with the conservation law

$$
\begin{equation*}
\nabla_{\mu} T_{\alpha}^{\mu}=0 \tag{1.7}
\end{equation*}
$$

and the assumptions that the shear and bulk viscosities $\eta$ and $\zeta$ as well as the heat conductivity $\kappa$ are all strictly positive, are known ${ }^{11}$ to imply that
(i) the Lie derivative with respect to $\theta^{\alpha}:=T^{-1} u^{\alpha}$ of the metric $g_{\alpha \beta}$ and all thermodynamical quantities vanish, in particular the motion of the fluid is rigid ( $\sigma_{\alpha \beta}=0=\theta$ );
(ii) the heat flux $q^{\alpha}$ vanishes;
(iii) the equation of hydrodynamical equilibrium (momentum balance) is equivalent to

$$
\begin{equation*}
T d p=(\rho+p) d T \tag{1.8}
\end{equation*}
$$

From (1.2) and (1.8) it follows, moreover, that the fluid is barotropic [with an equation of state of the form $\rho=\rho(p)$, say]. Properties (i) and (ii) of a fluid in equilibrium can also be derived from relativistic kinetic theory. ${ }^{12}$

By (i) the space-time region occupied by the fluid is stationary. It would seem reasonable that for an isolated equilibrium fluid in empty space the space-time region outside the material must also be stationary. But this is not easy to prove rigorously and the result would depend crucially on the asymptotic conditions imposed. On the other hand, if one assumes the space-time to be stationary a priori (with timelike Killing vector field $\xi^{\alpha}$, say) then the matter region is either static ( $\theta^{\alpha}$ is hypersurface orthogonal and proportional to $\xi^{\alpha}$ ) or $\theta^{\alpha}$ and $\xi^{\alpha}$ are non parallel commuting Killing vector fields, which means that this region of space-time is axisymmetric. Lindblom ${ }^{13}$ has shown that one can extend $\theta^{\alpha}$ to a Killing vector field in the vacuum region near the boundary of the fluid and can thus argue that, with reasonable asymptotic conditions, the whole space-time must be axisymmetric. We will not assume global axisymmetry, however, since it does not lead to any major simplification in our approach.

We therefore consider an equation of state $\rho=\rho(p)$ given and propose to study the set $\mathscr{G}$ of all globally stationary and asymptotically Euclidean space-times supporting a perfect fluid, $T_{\alpha \beta}=(\rho+p) u_{\alpha} u_{\beta}+p g_{\alpha \beta}$, in a spatially compact region $B$ such that the scalar $T$, defined on $B$ by (1.8) (up to a constant) makes $\theta^{\alpha}=T^{-1} u^{\alpha}$ into a Killing vector field. The conjecture is that this set can be described by a finite number of parameters (at least locally, i.e., in a neighborhood of the spherically symmetric static solutions).

The paper is organized as follows. In Sec. 2 we define globally stationary space-times and then write the field equations and equilibrium conditions in terms of the threedimensional quotient geometry consisting of a Riemannian metric $\gamma_{i j}$, a vector field $h^{i}$ (related to the angular momen-
tum), and a scalar field $U$ (the gravitational potential). This formalism goes back to Lichnerowicz ${ }^{14}$ and our version is closest to the one of Ehlers. ${ }^{15}$ The vector field $h^{i}$ is divergence free and its curl is a kind of mass current so that it behaves in most respects like a magnetic field. Our derivation of these three-dimensional equations uses the global theory of connections, ${ }^{16}$ but this argument need not be followed in detail for an understanding of the remainder of the paper.

In the static case (characterized by $h^{i} \equiv 0 \Longleftrightarrow \theta^{i} \equiv 0$ ) it follows that all thermodynamical quantities are functions of $U$ only, in particular the pressure, so that the surface of the fluid coincides with an equipotential surface that will be topologically spherical. For configurations close to spherically symmetric ones it is then very convenient to study the family of two-dimensional geometries of these equipotential surfaces since one can use mathematical results that hold only for compact manifolds. We choose to use this approach also in the stationary case, although it is much less convenient since $p$ is no longer a function of $U$ only. Using another global assumption (namely that there exists a $\theta$-invariant 1form $\alpha$ such that $\partial_{[i} \alpha_{j]}=\epsilon_{i j k} h^{k}$ ) one can construct a modified potential $U_{\text {eff }}$ on whose level surfaces $p$ will be constant. But this effective potential satisfies much more complicated equations and can only be extended into the vacuum region if global axisymmetry is assumed a priori. Moreover, its level surfaces near infinity degenerate into cylinders, rather than remaining topological spheres.

In Sec. 3 we translate the field equations and equilibrium conditions into a set of equations for quantities defined on a family of 2-manifolds, parametrized by $U$. (We assume that $U$ has only one critical point at the center so that all equipotential surfaces are diffeomorphic to 2 -spheres. ${ }^{7,8}$ )

These equations are linearized on the spherical background in Sec. 4, where we also establish what constitutes a physically nontrivial deformation, namely one not due to coordinate transformations.

In Sec. 5 we show that the solution space of this linear system is three-dimensional for an arbitrary equation of state $\rho=\rho(p)$ with $\rho \geqslant p \geqslant 0$ (Hawking's dominant energy condition ${ }^{17}$ ) and $d p / d \rho>0$ everywhere. This is achieved by exactly the same method as in Ref. 8 since on the spherical background the stationary case reduces to a large extent to the static one. We find, not surprisingly, that the only quantity that does not vanish to first order on the spherical background is $h^{i}$. Moreover, $\delta h^{i}$ in the vacuum region is exactly of the same form that one obtains by linearizing the Kerr solution on the Schwarzschild background.

The equations for $\delta h^{i}$ can be solved numerically quite easily for any explicitly known static and spherically symmetric background solution. As an example we give in Sec. 6 the results for the case of the interior Schwarzschild and one of the Tolman ${ }^{18}$ solutions.

## 2. GLOBALLY STATIONARY SPACE-TIMES

In the entire paper we assume for simplicity that all manifolds and tensor fields are $C^{\infty}$ except at the ( $C^{\infty}$ ) boundary of the region occupied by matter. We shall call such tensor fields regular. Our other basic assumption is that
the space-time ( $M, g$ ) is globally stationary, i.e., that there exists a one-dimensional isometry group whose orbits are timelike submanifolds diffeomorphic to $\mathbb{R}$ and whose generator is therefore an everywhere timelike vector field $\xi$ tangent to these orbits. Let

$$
\begin{equation*}
e^{2 U}=-g(\xi, \xi) \tag{2.1}
\end{equation*}
$$

so that $\xi(U)=0$ and $U$ is a regular function on $M$.
We assume that the set of all orbits $\Sigma$ has a manifold structure such that the canonical projection $\pi: M \rightarrow \Sigma$ is $C^{\infty}$. This is the case iff for all $x_{0} \in: M$ there exists a neighborhood $V \ni x_{0}$ that is intersected by each orbit in at most one connected segment. ${ }^{19}$ Thus $M$ is a principal fibre bundle over $\Sigma$ with structure group $(\mathbb{R},+$ ).

We orthogonally decompose $T_{x} M$ into a one-dimensional vertical subspace $V_{x}$ parallel to $\xi$ and a complementary horizontal subspace $H_{x}$ by writing $\eta \in T_{x} M$ as $\eta=\eta^{0} \xi$ $+\tilde{\eta}$ with $\eta^{0}=e^{-2 v} g(\eta, \xi)$. This decomposition defines a connection since it is invariant under the group action of $(\mathbb{R},+) .{ }^{16}$ It can be equivalently characterized by a connection form, i.e., in this case a real valued 1 -form $\alpha$ that satisfies
(i) $\mathscr{L}_{\xi} \alpha=0$,
(ii) $\alpha\left(X_{x}\right)=0 \Longleftrightarrow X_{x} \in H_{x}$,
(iii) $\alpha(\xi)=1$.

These equations define $\alpha$ uniquely if the horizontal subspace is given. The curvature form $H$ associated to the connection form $\alpha$ is then $H=d \alpha+\alpha \wedge \alpha=d \alpha$ and $H=\pi^{*} \widetilde{H}$ for a unique 2-form $\widetilde{H}$ on $\Sigma$. Similarly we have $U=\pi^{*} \widetilde{U}$.

We define a Riemannian metric $\tilde{\gamma}$ on $\Sigma$ by

$$
\begin{equation*}
\left.\tilde{\gamma}(\tilde{\eta}, \tilde{\zeta})\right|_{\bar{x}}=\left.e^{2 \tilde{v}} g(\eta, \zeta)\right|_{x} \tag{2.3}
\end{equation*}
$$

for any $x \in \pi^{-1}(\tilde{x})$, where $\eta, \zeta \in T_{x} M$ are the unique horizontal lifts of $\tilde{\eta}, \tilde{\xi} \in T_{\tilde{x}} \Sigma$, respectively. Then we find

$$
\begin{equation*}
g=-\pi^{*}\left(e^{2 \widetilde{U}}\right) \alpha \otimes \alpha+\pi^{*}\left(e^{-2 \widetilde{U}} \tilde{\gamma}\right) . \tag{2.4}
\end{equation*}
$$

We now drop the tilde and consider only the three-geometries ( $\Sigma, \gamma, \alpha, U$ ) assumed globally defined and $C^{\infty}$, except at the star boundary, with $\gamma$ a positive definite Riemannian metric, $\alpha$ a smooth connection form on an $\mathbb{R}$-principal bundle over $\Sigma$, and $U \in C^{\infty}(\Sigma, \mathbb{R})$. Note that there is no reason for the closed 2-form $H$ to be exact.

On a local neighborhood of $x \in M$ there exist coordinates $\left(t, x^{\prime}\right)=x^{\alpha}$ such that $\xi=\partial_{1}$, i.e., $\mathscr{L}_{\xi} g=0 \Longleftrightarrow \partial_{t} g_{\alpha \beta}=0$. Letting

$$
\begin{equation*}
g_{00}=-e^{2 U}, \quad g_{0 k}=-e^{2 u} a_{k}, \quad g_{k l}=e^{-2 U} \gamma_{k l}-e^{2 U} a_{k} a_{l}, \tag{2.5}
\end{equation*}
$$

we have that
$\alpha=d t+a_{k} d x^{k}, \quad \gamma=\gamma_{k i} d x^{k} \otimes d x^{l}, \quad H_{i j}:=2 \partial_{i ;} a_{j j}$.
We now use such local adapted charts to derive the threegeometry formulas. First we observe that for any vector field $\eta$ such that $\mathscr{L}_{\xi} \eta=0, \eta^{0}=g(\xi, \eta)$ and $\eta^{i} \partial_{i}$ are a scalar and vector field, respectively, on $\Sigma$. By writing all the tensorial equations with the 0 index lowered and the Latin indices raised, the $a_{k}$ does not appear except through $H_{i j}$. We use $\gamma_{i j}$ to lower and raise all Latin indices.

Einstein's equations for a perfect fluid,

$$
\begin{equation*}
{ }^{4} R_{\alpha \beta}-\left(\frac{1}{2}\right){ }^{4} R g_{\alpha \beta}=T_{\alpha \beta}=(\rho+p) T^{2} \theta_{\alpha} \theta_{\beta}+p g_{\alpha \beta} \tag{2.7}
\end{equation*}
$$

then become in the three-dimensional formulation

$$
\begin{align*}
& \Delta U:= \gamma^{i j} \nabla_{i} \partial_{j} U=M-\frac{1}{2} e^{4 U} h^{2}+(\rho+p) e^{-4 U} T^{2} \theta^{2},  \tag{2.8}\\
& \epsilon^{i j k} \nabla_{j}\left(e^{4 U} h_{k}\right)=2(\rho+p) e^{-2 U} v T \theta^{i},  \tag{2.9}\\
&{ }^{3} R^{i j}= 2 \gamma^{i r} \partial_{r} U \gamma^{j s} \partial_{s} U+\frac{1}{2} e^{4 U} h^{i} h^{j}+(\rho+p) e^{-4 U} T^{2} \theta^{i} \theta^{j} \\
& \quad-\left[2 p e^{-2 U}+(\rho+p) e^{-4 U} T^{2} \theta^{2}\right] \gamma^{i j}, \tag{2.10}
\end{align*}
$$

where $h^{i}=\frac{1}{2} \epsilon^{i j k} H_{j k}, h^{2}=\gamma_{i j} h^{i} h^{j}, \theta^{2}=\gamma_{i j} \theta^{i} \theta^{j}$, $M=\frac{1}{2}(\rho+3 p) e^{-2 U}$, and $v=-u_{0}>0$ so that $v^{2}=e^{2 U}$
$+T^{2} \theta^{2}$. On the other hand $\theta^{\alpha}$ is a symmetry of the spacetime metric and all thermodynamic quantities iff (for $\theta=\theta^{i} \partial_{i}$ )
$\mathscr{L}_{\theta} U=0, \quad \mathscr{L}_{\theta} \gamma=0, \quad \mathscr{L}_{\theta} p=\mathscr{L}_{\theta} \rho=\mathscr{L}_{\theta} T=0$,
and

$$
\begin{equation*}
\theta\lrcorner ل H+d\left(v T^{-1} e^{-2 U}\right)=0 \tag{2.12}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\mathscr{L}_{\theta} H=d(\theta \perp H)+\theta \perp d H=0 \quad \text { whence } \quad \mathscr{L}_{\theta} h=0 \tag{2.13}
\end{equation*}
$$

Since $H$ is closed we also have

$$
\begin{equation*}
\nabla_{r} h^{r}=0 \tag{2.14}
\end{equation*}
$$

It can be shown that $(M, g)$ is static iff $H \equiv 0$. Then (2.9) implies $\theta^{i}=0$ and the field equations reduce to those in Ref. 8.

We assumed $M$ to be $C^{\infty}$ and the metric to be regular, i.e., $C^{\infty}$ except at the star boundary where we now require it to be $C^{1}$ and piecewise $C^{3}$ (i.e., second and third derivatives have finite limits on both sides of the hypersurface.) ${ }^{14} \mathrm{We}$ also assume $\xi$ to be regular and $C^{0}$ at the boundary. Together with the Killing equations this implies it is $C^{1}$ at the boundary. Hence $U$ and $\gamma_{i j}$ are $C^{1}$ and piecewise $C^{3} ; h^{i}$ and $\partial_{i} U$ are $C^{0}$ and piecewise $C^{2}$ while ${ }^{3} R_{i j}$ may have a jump singularity. As in Ref. 8 we assume the space-time to be asymptotically Euclidean in the sense of Lichnerowicz. ${ }^{14}$ In terms of the 3-geometry this means
(i) there exists a compact $K \subset \Sigma$ and a diffeomorphism $\phi: \Sigma \backslash K \rightarrow \mathbb{R}^{3} \backslash B$, where $B$ is a closed ball centered at the origin;
(ii) with respect to the standard coordinate system in $\mathbb{R}^{3}$

$$
\begin{align*}
& \gamma_{i j}=\delta_{i j}+O\left(|x|^{-1}\right), \quad \partial_{k} \gamma_{i j}=O\left(|x|^{-2}\right) \\
& U=O\left(|x|^{-1}\right), \quad \partial_{k} U=O\left(|x|^{-2}\right)  \tag{2.15}\\
& h^{i}=O\left(|x|^{-2}\right), \quad \text { where } \quad|x|^{2}=\sum_{i=1}^{3}\left(x^{i}\right)^{2}
\end{align*}
$$

## 3. $(2+1)$-DIMENSIONAL FORMALISM

In this section we rewrite our equations in terms of the two-dimensional geometry of the equipotential surfaces (which are all Riemannian 2-spheres since we assume that the space-time is nearly spherically symmetric). Let $S$ be an abstract 2 -sphere and $i_{c}: S \rightarrow \Sigma$ be the imbedding map of $S$ into $\Sigma$ such that $i_{c}(S)=U^{-1}(c)=: S_{c}$ for any $c \in\left(U_{\text {min }}, 0\right)$. Then any $\Sigma 1$-form is characterized by $\bar{\omega}:=i^{*} \omega$ and

$$
\begin{equation*}
\omega^{0}:=i^{*}\left(\nabla U \_\omega\right) . \tag{3.1}
\end{equation*}
$$

This decomposition extends to any $\Sigma$-tensor field since $\Sigma$ is Riemannian. An intrinsically defined normal derivative to the $S_{c}$ surfaces is given by

$$
\begin{equation*}
D \bar{\omega}=i^{*}\left(|\nabla U|^{-2} \nabla_{\nabla U} \omega\right) \tag{3.2}
\end{equation*}
$$

while the second fundamental form of $S_{c}$ is ${ }^{16}$

$$
\begin{equation*}
\Omega=i^{*}\left(\nabla\left(|\nabla U|^{-1} \nabla U\right)\right) . \tag{3.3}
\end{equation*}
$$

To find the local coordinate expression let ( $\bar{x}^{A}, A=1,2$ ) be a chart of $S$ and $i_{c}: \bar{x}^{A} \rightarrow\left(U=c, x^{A}=\bar{x}^{A}(c)\right)$ [using $\left(U, \bar{x}^{A}\right)$ as a chart of $\Sigma]$. Then for a 1 -form

$$
\begin{align*}
& \bar{\omega}_{A}=\frac{\partial U}{\partial \bar{x}^{-A}} \omega_{1}+\frac{\partial x^{B}}{\partial \bar{x}^{A}} \omega_{B}=\omega_{A}, \\
& \left.\omega^{0}=i^{*}(\nabla U\lrcorner \omega\right)=i^{*}\left(\omega_{i} \gamma^{i j} \partial_{j} U\right)=\omega^{1} . \tag{3.4}
\end{align*}
$$

In particular

$$
\begin{align*}
& \gamma_{A B}=\bar{\gamma}_{A B}, \quad \gamma^{00}=\gamma^{j j} \partial_{i} U \partial_{j} U=: W^{2}, \\
& \gamma_{A}^{0}=\gamma^{i r} \partial_{r} U \gamma_{i A}=\partial_{A} U=0, \tag{3.5}
\end{align*}
$$

and $\bar{\gamma}_{A B}$ is used to raise and lower all indices of $S$-tensors. Since $U$ has only one (nondegenerate) critical point at the center, $\nabla U$ is a vector field that vanishes nowhere else and is orthogonal to the surfaces $U^{-1}(c)$. It can thus be used to construct a global polar type coordinate system ( $U, \bar{x}^{A}$ ) on $\Sigma$ such that

$$
\left(\gamma_{i j}\right)=\left(\begin{array}{ll}
W^{-2} & 0  \tag{3.6}\\
0 & \bar{\gamma}_{A B}
\end{array}\right) .
$$

Regarding an $S$-tensor $\bar{K}$ as a function of $U$ we then see that

$$
\begin{equation*}
D \bar{K}=\frac{\partial \bar{K}}{\partial U} \tag{3.7}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
D \bar{\gamma}_{A B}=2 W^{-1} \Omega_{A B} \tag{3.8}
\end{equation*}
$$

where $\Omega_{A B}$ are the components of the second fundamental form $\Omega$.

After some work it is found that the Einstein equations take the form

$$
\begin{align*}
D W= & -\Omega+M W^{-1}-\frac{1}{2} e^{4 U}\left(W^{-3} h^{0^{2}}+W^{-1} h^{-2}\right) \\
& +(\rho+p) W^{-1} e^{-4 U} T^{2} \theta^{2},  \tag{3.9}\\
\partial_{\mid A} \bar{h}_{B \mid}= & 0,  \tag{3.10}\\
D \bar{h}_{A}= & \partial_{A}\left(h^{0} W^{-2}\right)-4 \bar{h}_{A}+2(\rho+p) W^{-1} \\
& \times e^{-6 U} v T \bar{\epsilon}_{A B} \bar{\theta}^{B},  \tag{3.11}\\
D \Omega_{A B}= & 2 W^{-1} \Omega_{A C} \Omega_{B}^{C}-W^{-1} \Omega \Omega_{A B}-2 W^{-3} \partial_{A} W \partial_{B} W \\
& +W^{-2} \bar{\nabla}_{A} \partial_{B} W+\frac{1}{2} W^{-1} \bar{R} \bar{\gamma}_{A B}-\frac{1}{2} W^{-1} e^{4 U} \bar{h}_{A} \bar{h}_{B} \\
& -(p+p) W^{-1} e^{-4 U} T^{2}\left(\bar{\theta}_{A} \bar{\theta}_{B}-\bar{\theta}^{2} \bar{\gamma}_{A B}\right) \\
& +2 p W^{-1} e^{-2 U} \bar{\gamma}_{A B}, \tag{3.12}
\end{align*}
$$

$$
\begin{equation*}
\bar{\nabla}_{B} \Omega{ }_{A}^{B}-\partial_{A} \Omega=\frac{1}{2} W^{-1} e^{4 U} h^{0} \bar{h}_{A}, \tag{3.13}
\end{equation*}
$$

$$
\bar{R}-\Omega^{2}+\Omega_{A B} \Omega^{A B}+2 W^{2}-\frac{1}{4} e^{4 U}\left(\bar{h}^{2}-W^{-2} h^{0^{2}}\right)
$$

$$
\begin{equation*}
=-2 p e^{-2 U} \tag{3.14}
\end{equation*}
$$

where $\bar{h}^{2}:=\bar{\gamma}^{A B} \bar{h}_{A} \bar{h}_{B}, \theta^{2}:=\bar{\gamma}^{A B} \bar{\theta}_{A} \bar{\theta}_{B}, \quad \Omega:=\bar{\gamma}^{A B} \Omega_{A B}$, $\bar{\epsilon}_{A B}:=W \epsilon_{1 A B}=\bar{\gamma}^{1 / 2} \delta_{A B}^{12}, \bar{R}_{A B}=\frac{1}{2} \bar{R} \bar{\gamma}_{A B}$, and $\bar{\nabla}$ is the covariant derivative with respect to the connection defined by $\bar{\gamma}_{A B}$. Using $\theta^{0}=\theta^{i} \partial_{i} U=0$, Eq. (2.11) becomes

$$
\begin{align*}
& \mathscr{L}_{\bar{\theta}} W=0,  \tag{3.15}\\
& D \bar{\theta}^{A}=0, \quad \bar{\nabla}_{(A} \bar{\theta}_{B)}=0, \tag{3.16}
\end{align*}
$$

while Eqs. (2.14) and (2.12) yield, respectively,

$$
\begin{align*}
& D h^{0}-W^{-1} h^{0} D W-W^{-1} \bar{h}^{A} \partial_{A} W+\bar{\nabla}_{A} \bar{h}^{A}+W^{-1} \Omega h^{0} \\
& =0 \tag{3.17}
\end{align*}
$$

and

$$
\begin{align*}
D\left(v T^{-1} e^{--2 U}\right) & =W^{-1} \bar{\epsilon}_{A B} \bar{\theta}^{A} \bar{h}^{B}, \quad \partial_{A}\left(v T^{--1} e^{-2 U}\right) \\
& =W^{-1} h^{0} \bar{\epsilon}_{A B} \theta^{B} \tag{3.18}
\end{align*}
$$

and Eq. (2.13) translates into

$$
\begin{equation*}
\mathscr{L}_{\bar{\theta}} h^{0}=0, \quad \mathscr{L}_{\bar{\theta}} \bar{h}_{A}=0 \tag{3.19}
\end{equation*}
$$

Note that, in fact, the Lie derivative with respect to $\bar{\theta}^{A}$ of any $S$ tensor vanishes. We can now regard a stationary, rigid, perfect fluid space-time with a fixed equation of state and a fixed central potential $U_{0}=\min (U \mid x \in \Sigma)$ as characterized by the set $\mathscr{G}=\left\{\bar{\gamma}, \Omega, W, \bar{h}, h^{0}, p, \bar{\theta}, T\right\}$ where all these tensors are functions of $U \in\left(U_{0}, 0\right)$ and where we drop the bars from now on when there is no danger of confusion.

Since $U$ is only a $C^{1}$ function on $\Sigma$ the junction conditions must be derived with some care in this formalism. Let $z$ be a coordinate such that $z^{-1}(0)$ defines the surface of discontinuity, the star boundary, and use $z$ and $x^{A}$ as $C^{\infty}$ coordinates. Let

$$
\begin{equation*}
[K]=\lim _{z \rightarrow 0^{+}} K-\lim _{z \rightarrow 0^{-}} K \tag{3.20}
\end{equation*}
$$

for any $\Sigma$ tensor or $S$ tensor $K$. The first discontinuity in derivatives of $U$ is $\left[U_{z z}\right]=: J$ (while $\left[U_{z A}\right]=0$ ). Translating the junction conditions of Sec .2 to the coordinates $\{U$
$\left.=U\left(z, x^{A}\right), \bar{x}^{A}=x^{A}\right\}$, using $\partial_{z} \phi=(\partial \phi / \partial U) U_{z}=: \phi^{\prime} U_{z}$, $\partial_{A} \phi=\partial_{\bar{A}} \phi+\phi^{\prime} U_{A}$, where $\phi$ is any scalar, and noting that $U_{A}=-\left(\partial z / \partial \bar{x}^{A}\right) U_{z}$, we obtain

$$
\begin{align*}
& {[D W]=J W(D z)^{2}}  \tag{3.21}\\
& \begin{aligned}
{\left[\Omega_{A B}\right] } & =J U_{z}^{-2} W^{-1} U_{A} U_{B} \\
& =J W^{-1}\left(\frac{\partial z}{\partial \bar{x}^{A}}\right)\left(\frac{\partial z}{\partial \bar{x}^{B}}\right) .
\end{aligned}
\end{align*}
$$

## 4. LINEARIZATION ON THE SPHERICALLY SYMMETRIC BACKGROUND

Consider now a one-parameter family $\mathscr{G}(\lambda)$ where $\mathscr{G}(0)$ is the spherically symmetric solution and let $\delta f=\left.[d f(\lambda) / d \lambda]\right|_{\lambda=0}$ be the variation of any $f \in \mathscr{G}$ on the background. Specifically, we write $\delta \gamma_{A B}=C_{A B}, \delta W=w$, $\delta h^{0}=K, \delta h_{A}=k_{A}, \delta \theta^{A}=\theta^{A}, \delta T=\tau$. Now, on the compact Riemannian manifold $S$ there is a decomposition

$$
\begin{equation*}
C_{A B}=\Phi_{A B}+\mathscr{L}_{\xi} \gamma_{A B} \tag{4.1}
\end{equation*}
$$

such that

$$
\begin{equation*}
\nabla_{B} \Phi_{A}^{B}=0 \tag{4.2}
\end{equation*}
$$

where $\Phi$ is unique and $\xi$ is unique up to a Killing vector field of $\gamma .{ }^{21}$ Here the $\Phi_{A B}$ measures a physical change of the geometry while $\xi$ represents an infinitesimal coordinate change. Therefore, if we select any such $\xi$ and define $\hat{\delta} f=d f$ $-\mathscr{L}_{\xi} f$ for any $f \in \mathscr{G}$, then the change of $\mathscr{G}$ is due to a mere coordinate transformation iff $\hat{\delta} f=\mathscr{L}_{\eta} f$ where $\eta$ satisfies $\mathscr{L}_{\eta} \gamma=0$. Since the Lie derivatives of all the equations for $\mathscr{G}$ simply give the linearized equations for variations of the form $\mathscr{L}_{\xi} f$ we now drop the caret and compute the variations of (3.9)-(3.19) assuming that

$$
\begin{equation*}
\delta \gamma_{A B}=\Phi_{A B}, \quad \nabla_{B} \Phi_{A}^{B}=0 \tag{4.3}
\end{equation*}
$$

A Riemannian 2-sphere $S$ has no closed two-dimensional subgroup of its isometry group $I$, and is isometric to the Euclidean 2 -sphere if $\operatorname{dim} I=3 .{ }^{22}$ Therefore, in the case $\operatorname{dim} I<3$, we have inside matter $\eta^{A}=c \theta^{A}$ for some constant $c \in \mathbb{R}$. But all the quantities are invariant under $\theta^{A}$ so all variations vanish under a coordinate transformation. Outside matter $\theta^{A}$ and $\tau$ are no longer defined, but we expect axisymmetry, ${ }^{13}$ so it is likely that all variations will vanish under a coordinate transformation. If $S$ is isometric to the Euclidean 2-sphere (for all $U$ ), all quantities become functions of $U$ only, $\theta^{A}=h^{A}=0$, and all variations will vanish under a coordinate transformation. On a spherical background we have $\theta^{A}=h^{A}=h^{0}=0$ and as shown in Ref. $8, \Omega_{A B}$ $=\frac{1}{2} \Omega \gamma_{A B}$. Linearization of (3.18) gives $D \tau+\tau$ $=0=\partial_{A} \tau$ whence $\tau=\tau_{0} e^{U_{0}-U}$ which vanishes since $\delta p=(\rho+p) T^{-1} \tau$ and we keep the central pressure fixed under the variation. ${ }^{23}$ Using these facts we now find for the linearized Einstein equations

$$
\begin{align*}
& \left(M W^{-1}+\Omega\right) w+W D w+\frac{1}{2} W^{2} D \Phi=0  \tag{4.4}\\
& \Omega W^{-2} \partial_{A} w+\partial_{A} D \Phi=0,  \tag{4.5}\\
& \left(\bar{\Delta}+\frac{1}{2} \bar{R}\right) \Phi+\frac{1}{2} W \Omega D \Phi=-2 W^{-1}\left(\bar{R}+2 p e^{-2 U}\right) w,(4.6)  \tag{4.6}\\
& \bar{\Delta}\left(W^{-1} w\right)-W \Omega D\left(W^{-1} w\right)-4 p W^{-1} e^{-2 U} w \\
& \quad-\frac{1}{2} W^{2} D D \Phi-\frac{1}{2} M D \Phi=0  \tag{4.7}\\
& D k_{A}+4 k_{A}-W^{-2} \partial_{A} k-2 W^{-1}(\rho+p) e^{-6 U} T_{0} e^{U_{0}} \epsilon_{A B} \theta^{B} \\
& \quad=0,  \tag{4.8}\\
& \partial_{[A} k_{B]}=0, \tag{4.9}
\end{align*}
$$

where $\Phi=\gamma^{A B} \Phi_{A B}$. Linearization of the remaining equilibrium conditions yields

$$
\begin{equation*}
\nabla_{(A} \theta_{B)}=0 \quad \text { and } \quad D \theta^{A}=0 \tag{4.10}
\end{equation*}
$$

when $\rho \neq 0$, and similarly, linearization of ${ }^{3} \nabla_{\mathrm{r}} h^{r}$ gives

$$
\begin{equation*}
D k+\left(2 \Omega W^{-1}-M W^{-2}\right) k+\nabla_{A} k^{A}=0 \tag{4.11}
\end{equation*}
$$

## 5. SOLUTION OF THE LINEARIZED EQUATIONS

Referring to Ref. 8 we can show that (4.4) - (4.7) are equivalent ${ }^{24}$ to the linearized field equations in the static, spherically symmetric background, and the argument ${ }^{25}$ in that paper gives us the result that $w$ and $\Phi_{A B}$ vanish. Since the 1 -form $k_{A} d x^{A}$ is closed on $S_{c}$ by (4.9), and since $p_{1}\left(S^{2}\right)=0, k_{A} d x^{4}$ is exact so that there exists a function $K\left(U, x^{A}\right)$ on $S_{c}$ determined up to an additive function of $U$ only such that $k_{A}=\partial_{A} K$. Equations (4.8) and (4.11) now become

$$
\begin{align*}
& \partial_{A}\left(D K+4 K-W^{-2} k\right)= 2 T_{0} e^{U_{n}-6 U} W^{-1} \\
& \times(\rho+p) \epsilon_{A B} \theta^{B},  \tag{5.1}\\
& \overline{\Delta K} K=-D k-W^{-1}\left(2 \Omega-M W^{-1}\right) k \tag{5.2}
\end{align*}
$$

To solve for $K$ and $k$ we let $\gamma_{A B} d x^{A} d x^{B}=r^{2}(U)\left(d \theta^{2}\right.$ $+\sin ^{2} \theta d \phi^{2}$ ). Equation (4.10) implies that $\theta^{A}$ is a $U$ independent Killing vector field on the Euclidean 2 -sphere. Choosing the direction of the rotation axis to be the $z$-axis we let $\theta^{A} \partial_{A}=a \partial_{\phi}$ and expand into spherical harmonics,
$K=\sum_{l, m} K_{l m}(r) Y_{l m}(\theta, \phi), \quad k=\sum_{l, m} k_{l m}(r) Y_{l m}(\theta, \phi)$,
where
$\iint Y_{l m} Y_{l^{\prime} m^{\prime}} \sin \theta d \theta d \phi=\delta_{l l^{\prime}} \delta_{m m^{\prime}}$.
As in Ref. $8, \Omega=2 W \mathscr{R}^{\prime}$ where $\mathscr{R}^{\prime}=\partial_{U}(\ln r)$. Equation (5.2) then becomes $0=r^{2} D k_{0}+r^{2} W^{-1}\left(2 \Omega-M W^{-1}\right) k_{0}$ for $l=0$ and
$K_{l m}=r^{2}[l(l+1)]^{-1}\left[D k_{l m}+\left(4 \mathscr{R}^{\prime}-M W^{-2}\right) k_{l m}\right]$ $(l \neq 0)$
while (5.1) yields

$$
\begin{aligned}
& \sum_{l, m}\left(D K_{l m}+4 K_{l m}-W^{-2} k_{l m}\right) \partial_{\theta} Y_{l m} \\
& \quad=2 a T_{0} e^{U_{\theta}-6 U} W^{-1}(\rho+p) r^{2} \sin \theta
\end{aligned}
$$

and
$\sum_{l, m}\left(D K_{l m}+4 K_{l m}-W^{-2} k_{l m}\right) \partial_{\phi} Y_{l m}=0$
so that
$D K_{l m}+4 K_{l m}-W^{-2} k_{l m}=0$ for $m \neq 0$ or $l \neq 0,1$
and
$\begin{aligned} D K_{1}+4 K_{1}-W^{-2} k_{1}= & -2 a(4 \pi / 3)^{1 / 2} T_{0} e^{U_{o}-6 U} \\ & \times W^{-1}(\rho+p) r^{2} .\end{aligned}$
Note that $K_{0}$ is an arbitrary function of $U$ and need not be known to determine $k_{A} d x^{4}$ uniquely.

With the use of Eqs. (3.9) and (3.14) on the spherical background we have, from the equation for $k_{0}, k_{0}=c W$ $\times r^{-2}$, for $c=$ constant. By doing an expansion in normal coordinates $\left(y^{i}\right)$ at the center we find that $W$
$=\left(\frac{1}{3}\right) M_{0}|y|+O\left(|y|^{3}\right)$ and $r=|y|+O\left(|y|^{3}\right)$ so that in order for $k_{0}$ to vanish at the center (since $h^{0}=h^{i} \partial_{i} U=0$ at the center), $c=0$, whence $k_{0} \equiv 0$. Equation (5.5), with the use of Eq. (5.4) to eliminate $K_{l m}$ and Eqs. (3.9) and (3.14) on the spherical background, becomes

$$
\begin{align*}
& W^{2} D D \hat{k}_{l m}+M D \hat{k}_{l m}-F_{l}(U) \hat{k}_{l m}=0 \text { for } m \neq 0 \\
& \quad \text { or } l \neq 0,1 \tag{5.7}
\end{align*}
$$

where $\hat{k}_{l m}=r W^{-1} e^{2 U} k_{l m}$ and

$$
\begin{equation*}
F_{l}(U)=W^{2}\left(5-4 \mathscr{R}^{\prime}\right)+l(l+1) r^{-2}+2 M-p e^{-2 U} \tag{5.8}
\end{equation*}
$$

Since the three-dimensional Laplacian $\Delta$ in the spherically symmetric case has the form $\Delta f=W^{2} D D f+M D f+\overline{\Delta f}$, Equation (5.7) is equivalent to

$$
\begin{equation*}
\Delta \hat{k}_{l m}=F_{l}(U) \hat{k}_{l m} \quad \text { for } \quad m \neq 0 \text { or } l \neq 0,1 \tag{5.9}
\end{equation*}
$$

We now use an argument similar to that for $\omega$ in Ref. 8. Let $u=W r, v=p r^{2} e^{-2 U}$, and $x=M r^{2} /(3 u)$ so that $u, v, x \geqslant 0$ in the physical domain, and $u r=$ constant and $v=x=0$ in vacuo. We can show that $F_{l}(U) \geqslant 0$ is equivalent to


FIG. 1. Radial (upper curve) and tangential components of the vector field $k$ as a function of the radial distance from the center for the Tolman solution IV with total gravitational mass $m=1$ and $\beta=p_{0} / \rho_{0}=10^{-5}$ (qualitatively typical for the Newtonian limit). The symbols $\square$ indicate surface values.

$$
\begin{aligned}
& l^{2}(l+1)^{2}+9 u^{4}+36 u^{2} x^{2}+v^{2}+2[5 l(l+1)-8] u^{2} \\
& +12 l(l+1) u x-2 l(l+1) v+60 u^{3} x-26 u^{2} v \\
& \quad-12 u x v \geqslant 0 .
\end{aligned}
$$

Since $p, \rho \geqslant 0$, we have that $0 \leqslant v \leqslant 2 x u$ so that the above inequality is implied by

$$
\begin{aligned}
& l^{2}(l+1)^{2}+9 u^{4}+12 u^{2} x^{2}+2[5 l(l+1)-8] u^{2} \\
& \quad+8 u^{3} x+v^{2} \geqslant 0
\end{aligned}
$$

Since $5 l(l+1)-8 \geqslant 2$ for $l \geqslant 1$, this shows that $F_{l}(U)>0$ for $l \geqslant 1$. Asymptotic flatness conditions with Einstein's vacuum equations give us that $h^{0}=O\left(r^{-4}\right), U=m r^{-1}+O\left(r^{-2}\right)$, and $W=m r^{-2}+O\left(r^{-3}\right)$ in the asymptotic region so that $\hat{k}_{l m}=O\left(r^{-1}\right)$ in this region. Similarly we find that $\hat{k}_{l m}=0$ at the center. These boundary conditions together with (5.9) and $F_{l}(U) \geqslant 0$ for $l \geqslant 1$ yield $\hat{k}_{l m}=0$ for $m \neq 0$ or $l \neq 0,1$.

Thus the only nonvanishing component is $\hat{k}_{1}=\hat{k}_{10}$ which, by (5.6) and (5.4), satisfies

$$
\begin{equation*}
W^{2} D D \hat{k}_{1}+M D \hat{k}_{1}-F_{1}(U) \hat{k}_{1}=-c_{0} r e^{-4 U}(\rho+p) \tag{5.10}
\end{equation*}
$$

where $c_{0}=4 a(4 \pi)^{1 / 2} 3^{-1 / 2} T_{0} e^{U_{0}}$. In vacuo one can easily show, using the exterior Schwarzschild solution, that $W=m^{-1} \sinh ^{2} U, r=-m \sinh ^{-1} U$ and $\mathscr{R}^{\prime}=-\operatorname{coth} U$. The only solution of (5.10) satisfying the asymptotic conditions is then found to be

$$
\begin{equation*}
\hat{k}=4 \boldsymbol{A} e^{U} \sinh ^{2} U . \tag{5.11}
\end{equation*}
$$

It agrees with what one obtains by linearizing the Kerr solution on a spherical background, in this formalism.

To determine the solutions in general we introduce a coordinate $z$ defined by $e^{U}=e^{U_{0}}+\alpha^{2} z^{2}$ where $\alpha>0$ is chosen such that $z$ (surface of star) $=1$. Note that $z$ behaves like a radial polar coordinate near the center since $U$ has a positive definite critical point. Equation (5.10) can then be written as

$$
\begin{equation*}
a d^{2} \hat{k} / d z^{2}+b d \hat{k} / d z+c \hat{k}+c_{0} q=0 \tag{5.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& a=e^{2 U} W^{2}, \quad b=2 \alpha^{2} z e^{2 U} M-z^{-1}\left(e^{2 U_{n}}-\alpha^{4} z^{4}\right) W^{2}, \\
& c=-4 \alpha^{4} z^{2}\left[2 M-p e^{-2 U}-4 W^{2} \mathscr{R}^{\prime}+5 W^{2}+2 r^{-2}\right]
\end{aligned}
$$

and

$$
q=8 \alpha^{4} z^{2} e^{-2 U} r\left(M-p e^{-2 U}\right)
$$

From the junction conditions (Sec. 3) we see that $a$ is $C^{0}$ while $b, c$, and $q$ may have jump discontinuities at $z=1$. Also, since $k$ is $C^{0}, \hat{k}$ must be $C^{0}$ at the boundary and $K$ is also clearly $C^{0}$ at the boundary. We assume the equation of state is analytic in order to do the following expansions near the center in terms of $z$. After a lengthy calculation (and dividing by a common factor) we obtain

$$
\begin{align*}
& a=z^{2}+a_{4} z^{4}+O\left(z^{6}\right), \quad b=2 z+b_{3} z^{3}+O\left(z^{5}\right), \\
& c=-2+O\left(z^{2}\right), \quad q=q_{3} z^{3}+q_{5} z^{5}+O\left(z^{7}\right) \tag{5.13}
\end{align*}
$$

where the coefficients depend on $\alpha, U_{0}, p_{0}, \rho_{0}, d p / d \rho$ ( $z=0$ ), etc. Considering the homogeneous equation to (5.12), we see that $z=0$ is the only singularity in $[0,1]$ and it is a regular singular point, so if we make suitable power series expansions we find that the general solution of (5.12) satisfying the regularity conditions at the center is

$$
\begin{equation*}
\hat{k}=\mu \hat{k}_{h}+\lambda \hat{k}_{i} \tag{5.14}
\end{equation*}
$$

where $\hat{k}_{h}$ is the solution of the homogeneous equation with $\hat{k}_{h}(0)=0, d k_{h} / d z(0)=1$ and $\hat{k}_{i}$ the solution of $(5.12)$ with $\hat{k}_{i}(0)=0, d k_{i} / d z(0)=0$. To determine $\lambda$ and $\mu$ we use the fact that $d \hat{k} / d U$ is continuous at the star boundary by (5.4) and the junction conditions to find that the boundary conditions are $\hat{k}(1)=A e^{-U_{s}}\left(1-e^{2 U_{s}}\right)^{2}=: S, d \hat{k} / d z(1)$ $=-2 \alpha^{2} A e^{-2 U_{v}}\left(1-e^{2 U_{v}}\right)\left(1+3 e^{2 U_{v}}\right)=: V$ where $e^{U_{s}}$ $=e^{U_{o}}+\alpha^{2}$. Thus $\lambda$ and $\mu$ are determined by $\mu \hat{k}_{h}(1)$ $+\lambda \hat{k}_{i}(1)=S$ and $\mu d \hat{k}_{h} / d z(1)+\lambda d \hat{k}_{i} / d z(1)=V$. These equations will uniquely determine $\mu$ and $\lambda$ provided $\mathscr{W}(1) \neq 0$ where $\mathscr{W}(z)=\hat{k}_{h} d k_{i} / d z-\hat{k}_{i} d \hat{k_{h}} / d z$. Now, $\mathscr{W}(z)$ obeys, by (5.12),

$$
\begin{equation*}
a \frac{d \mathscr{W}}{d z}+b \mathscr{W}+q \hat{k}_{1}=0 \tag{5.15}
\end{equation*}
$$

with $\mathscr{W}(0)=0$.
A power series expansion gives a unique solution for (5.15), $\mathscr{W}=-z^{3} / 5+O\left(z^{5}\right)$ where the factor $q_{3}$ has been absorbed into $c_{0}$ which is just a fixed constant. Thus for small $z>0, \mathscr{W}<0$ and $d \mathscr{W} / d z<0$. Now, $a, q>0$ in $(0,1]$ [see (5.13)] and $\hat{k}_{h}(0)>0$ in $(0,1]$ since $\hat{k}_{h}(0)=0, d \hat{k}_{h} / d z(0)>0$ and if $z_{1} \in(0,1]$ is the smallest $z$ such that $d \hat{k}_{h} / d z\left(z_{1}\right)=0$, then $d^{2} \hat{k}_{h} / d z^{2}\left(z_{1}\right)=-(c / a) \hat{k}_{h}\left(z_{1}\right) \geqslant 0$ since $c=-4 \alpha^{4} z^{2} F_{1}(U) \leqslant 0$. Thus $\hat{k}_{h}$ has no maximum in $(0,1]$.


FIG. 2. As Fig. 1, but $\beta=0.28$. For $\beta>1 / 3$ the condition that $\rho>p$ everywhere is violated and the magnitude of $k$ at the center becomes infinite.

Now suppose $z_{2}$ is the smallest $z \in(0,1]$ such that $\mathscr{W}\left(z_{2}\right)=0$. Then $d \mathscr{W} / d z\left(z_{2}\right)=-q\left(z_{2}\right) k\left(z_{2}\right) a^{-1}\left(z_{2}\right)<0$ so that there exists an $\epsilon>0$ such that $\mathscr{W}(z)>0$ for $z \in\left(z_{2}-\epsilon, z_{2}\right)$ which contradicts $\mathscr{W}<0, d \mathscr{W} / d z<0$ for small $z$. Therefore, $\mathscr{W}(1) \neq 0$ and there exist unique $\lambda$ and $\mu$ solving the equations giving the boundary conditions of $\hat{k}$. We summarize these results in the following theorem.

Theorem: Let $\mathscr{G}$ denote the set of (isometry classes of) globally stationary, asymptotically Euclidean space-times consisting of
(i) a spatially bounded barotropic perfect fluid in rigid motion with a fixed analytic equation of state $\rho=\rho(p)$, satisfying $\rho \geqslant p \geqslant 0, d p / d \rho>0$, and fixed central values $p_{0}$ of the pressure and $U_{0}$ of the gravitational potential;
(ii) an exterior vacuum region.

Then the space of infinitesimal deformations in $\widetilde{G}$ of the unique static spherically symmetric $g_{0} \in \mathscr{G}$ is three-dimensional (corresponding to the space of infinitesimal isometries $\theta^{i} \partial_{i}$ of $\left.\gamma_{i j} d x^{i} d x^{j}\right)$.

## 6. EXAMPLES

By (2.9) and (2.14) the vector field $k^{i}=\delta h^{i}$ satisfies on the spherical background the equations

$$
\begin{equation*}
\epsilon^{i r s} \partial_{r} k_{s}=2 T_{0} e^{U_{0}}(\rho+p) e^{-6 U} \theta^{i} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{s} k^{s}=0, \tag{6.2}
\end{equation*}
$$

where $\theta^{i}=\delta \boldsymbol{\theta}^{i}$ is a Killing vector field of the 3 -metric $\gamma_{i j}$. The field $\mathbf{k}=\left(k^{i}\right)$ therefore behaves qualitatively just like the magnetic field of the earth, for example. It does not seem to change qualitatively under a change of the equation of state. It vanishes in the nonrelativistic limit, while in the ultrarelativistic limit the peak of the magnitude of $k$ at the center becomes sharper.

In Figs. 1 and 2 we plotted the radial component $k_{r}$ and the tangential component $k_{\theta}$ of $k$ against $r$ for a weakly and a highly relativistic case (characterized by the value of the quotient $\beta=p_{0} / \rho_{0}$ of central pressure and density being small and big, respectively). The plots are for Tolman's solution IV. ${ }^{18}$ We also plotted the curves for the Schwarzschild interior, but there is no qualitative difference.
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FIG. 3. The vector field $\mathbf{k}$ plotted in a half plane $r \geqslant 0,0 \leqslant \theta \leqslant \pi, \varphi=$ const (for $m=1$ and $\beta=0.1$ ). The symbols $\square$ indicates the surface $(r=5.408)$.
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We rigorously characterize the KMS and the limiting Gibbs states for mean field models. As an application we prove the convergence of the Gibbs states for the Dicke Maser model in the infinite volume limit.

## I. INTRODUCTION

Let $\mathscr{H}$ be a Hilbert space and let $\Lambda$ be a finite ordered subset $\left\{i_{1}, \ldots, i_{n}\right\}$ of $\mathbb{N}$ let $\mathscr{B}_{A}$ denote the $C^{*}$-algebra

where $\mathscr{B}$ is the $C^{*}$-algebra of all bounded operators on $\mathscr{H}$. For $\Lambda \subset \Lambda^{\prime}$ there is a canonical isotony of $\mathscr{B}_{A}$ in $\mathscr{B}_{A}$, allowing us to define the $C^{*}$-algebra $\mathscr{B}^{\infty}$ as the inductive limit of $\left\{\mathscr{B}_{A} \mid \boldsymbol{\Lambda} \subseteq \mathbb{N}\right\}$.

A state $\omega$ of $\mathscr{B}^{\infty}$ is called locally normal if for every finite $\Lambda \subset \mathbb{N}$, the restriction $\omega_{A}$ of $\omega$ to $\mathscr{B}_{A}$ is a normal state of $\mathscr{B}_{A}$.

A state $\omega$ of $\mathscr{B}^{\infty}$ is called symmetric if for all elements of the type $X_{1} \otimes \cdots \otimes X_{n}, X_{i} \in \mathscr{B}, n \in \mathbb{N}$

$$
\omega\left(X_{1} \otimes \cdots \otimes X_{n}\right)=\omega\left(X_{i_{1}} \otimes \cdots \otimes X_{i_{n}}\right),
$$

where $i=\left(i_{1}, \ldots, i_{n}\right)$ is a permutation of $(1,2, \ldots, n)$.
A state $\omega$ of $\mathscr{B}{ }^{\infty}$ is called a product state if for all $\Lambda_{1}$ and $\Lambda_{2}$ finite subsets of N such that $\Lambda_{1} \cap \Lambda_{2}=\phi$ and $X_{i} \in \mathscr{B}_{\Lambda_{i}}$, $i=1,2$, holds: $\omega\left(X_{1} X_{2}\right)=\omega\left(X_{1}\right) \omega\left(X_{2}\right)$.

We denote by $\omega_{\rho}$ the symmetric locally normal product state defined by the density matrix $\rho$ on $\mathscr{H}$ such that

$$
\omega_{\rho}\left(X_{1} \otimes \cdots \otimes X_{n}\right)=\prod_{i=1}^{n} \operatorname{Tr} \rho X_{i} .
$$

Then the following result holds: ${ }^{1}$
Theorem I.1: Let $\omega$ be a locally normal symmetric state of $\mathscr{B}^{\infty}$. Then there exists a unique probability measure $\mu$ on the set $\mathscr{B}^{\prime}$ of density matrices on $\mathscr{H}$ such that
$\omega=\int d \mu(\rho) \omega_{\rho}$. We start from this theorem to study general properties of the equilibrium statistical mechanics of all models of the mean-field type.

Our main result consists in an abstract proof of the existence of the so-called "reduced problem" per lattice site.
More precisely: Any KMS state is described by a measure $\mu$ with support on those locally normal product states $\omega_{p}$, for which $\rho$ is a solution of the gap-equation. Furthermore for limiting Gibbs states the support of the measure $\mu$ is concentrated those locally normal product states $\omega_{\rho}$ satisfying the variational principle. As a by-product the convergence of the free energy is shown. Finally the results are applied to the Dicke maser model.

[^17]
## II. EQUILIBRIUM STATES FOR MEAN-FIELD MODELS

For purely technical convenience, in this section we restrict ourselves to the case $\operatorname{dim} \mathscr{H}<\infty$. At the end of the paper we treat a model where $\operatorname{dim} \mathscr{H}=\infty$. By mean-field models we mean systems with a local Hamiltonian of the following type: for each finite subset $\Lambda$ of $\mathbb{N}$ :

$$
\begin{equation*}
H_{\Lambda}=\sum_{i \in \Lambda} A_{i}+\frac{1}{2 N(\Lambda)} \sum_{\substack{i \neq j \\ i, j \in A}} B_{i j} \tag{1}
\end{equation*}
$$

where $A_{i} \in \mathscr{B}_{\{i\}}$ and all $A_{i} i \in \Lambda$ are copies of $A=A^{*} \in \mathscr{B}$ and where $B_{i j} \in \mathscr{B}_{\{i, j\}}$ and all $B_{i j}(i, j \in \Lambda)$ are copies of a selfadjoint $B$ in $\mathscr{B} \otimes \mathscr{B}$, which is invariant under the symme$\operatorname{try}(i j) \rightarrow(j i) . N(\Lambda)$ is the number of elements in $\Lambda$. Remark that our results extend trivially to many body interactions of mean-field type. For infinite $\Lambda \subset \mathbb{N}$, let $\omega_{\beta, A}$ be the canonical Gibbs state of $\mathscr{B}_{A}$ at inverse temperature $\beta>0$

$$
\begin{equation*}
\omega_{\beta, A}(X)=\frac{\operatorname{Tr} e^{-\beta H_{A}}}{\operatorname{Tr} e^{-\beta H_{A}}} ; \quad X \in \mathscr{B}_{A} . \tag{2}
\end{equation*}
$$

An alternative way to characterize the canonical Gibbs state $\omega_{\beta, A}$ is to impose the condition that for all $X \in \mathscr{P}_{A}:^{2}$

$$
\begin{equation*}
\beta \omega_{\beta, A}\left(X^{*}\left[H_{A}, X\right]\right) \geqslant \omega_{\beta, A}\left(X^{*} X\right) \ln \frac{\omega_{\beta, A}\left(X^{*} X\right)}{\omega_{\beta, A}\left(X X^{*}\right)} . \tag{3}
\end{equation*}
$$

Notice that $\mathscr{B}_{A}$ is isomorphic with $\mathscr{B}_{\{1, \ldots, N(A)\}}$ and because of the mean-field character of the Hamiltonian this isomorphism maps the Gibbs state $\omega_{B, A}$ into $\omega_{\beta, \mid 1, \ldots, N(A)\}}$. Therefore for the thermodynamic limit we can restrict ourselves to increasing intervals $\Lambda_{n}=\{1, \ldots, n\}$. We denote $\omega_{\beta, \Lambda_{n}}=\omega_{\beta, n}$. Consider a $w^{*}$-limit point $\omega_{\beta}$ of the set $\left\{\omega_{\beta, n} \mid n \in \mathbb{N}\right\}$. Then due to the symmetry of the $H_{A}, \omega_{\beta}$ is a symmetric state, and Theorem I. 1 yields

$$
\begin{equation*}
\omega_{\beta}=\int d \mu(\rho) \omega_{\rho} \tag{4}
\end{equation*}
$$

for some probability measure $\mu$.
Lemma II.1: Let $X$ be any element of $\mathscr{B}_{A}$, then with $\omega_{\beta}$ as above
$\beta \int d \mu(\rho) \omega_{\rho}\left(X^{*}\left[H_{\rho}^{\wedge}, X\right]\right) \geqslant \omega_{\beta}\left(X^{*} X\right) \ln \frac{\omega_{\beta}\left(X^{*} X\right)}{\omega_{\beta}\left(X X^{*}\right)}$,
where $H_{\rho}^{A}=\Sigma_{i \in A} H_{\rho, i}$ and $H_{\rho, i} \in \mathscr{B}_{\{i\}}$ is a copy of $H_{\rho}$ $=A+B_{\rho}$ at the $i$ th site with $B_{\rho}=\operatorname{Tr}_{2}(1 \otimes \rho) B$. $\mathrm{Tr}_{2}$ is the partial trace over the second Hilbert space.

Proof: Because of the assumption and (3) it is sufficient to compute:
$\lim _{n \rightarrow \infty} \omega_{\beta, n}\left(X^{*}\left[H_{A_{n}}, X\right]\right)$.
Clearly
$\lim _{n \rightarrow \infty} \omega_{\beta, n}\left(X^{*}\left[\sum_{i \in \mathcal{A}_{n}} A_{i}, X\right]\right)=\omega_{\beta}\left(X^{*}\left[\sum_{i \in \Lambda} A_{i}, X\right]\right)$,
and

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \omega_{\beta, n}\left(X^{*}\left[\frac{1}{2 n} \sum_{\substack{i \neq j \\
i, j \in \Lambda, n}} B_{i j}, X\right]\right) \\
& \quad=\lim _{n \rightarrow \infty} \omega_{\beta, n}\left(X ^ { * } \frac { 1 } { 2 n } \left(\sum_{\substack{i \neq j \\
i, j \in \Lambda}}\right.\right. \\
& \left.\left.\quad+\sum_{\substack{i \in \Lambda \\
j \in \Lambda_{n} \backslash \Lambda}}+\sum_{\substack{j \in \Lambda \\
i \in \Lambda, M}}\right)\left[B_{i j}, X\right]\right) \\
& \quad=\lim _{n \rightarrow \infty} \frac{n-N(\Lambda)}{n} \omega_{\beta, n}\left(X^{*} \sum_{i \in \Lambda}\left[B_{i j_{0}}, X\right]\right)\left(j_{0} \notin \Lambda\right),
\end{aligned}
$$

by symmetry. Remark that $X^{*} \Sigma_{i \in \Lambda}\left[B_{i j_{0}}, X\right]$ is a local element independent of $\Lambda_{n}$. Therefore
$\omega_{\beta}\left(X^{*} \sum_{i \in A}\left[B_{i j_{0}}, X\right]\right)=\int d \mu(\rho) \omega_{\rho}\left(X^{*} \sum_{i \in A}\left[B_{\rho, i}, X\right]\right)$
Lemma II. 1 proves that any limit point of local equilibrium states satisfies the inequality: For any $X \in \mathscr{B}_{A}$
$\beta \int d \mu(\rho) \omega_{\rho}\left(X^{*}\left[H_{\rho}^{A}, X\right]\right) \geqslant \omega\left(X^{*} X\right) \ln \frac{\omega\left(X^{*} X\right)}{\omega\left(X X^{*}\right)}$,
with $\omega=\int d \mu(\rho) \omega_{\rho}$. We remark that for any density matrix $\rho$ on $\mathscr{H}$, the state $\omega_{\rho}$ of $\mathscr{B}^{\infty}$ is a factor state. If $\rho \neq \rho^{\prime}$, then the representations of $\omega_{\rho}$ and of $\omega_{\rho}{ }^{\prime}$ are quasi-inequivalent, which implies that the representations are disjoint. ${ }^{3,4}$

Lemma II.2: If a symmetric state $\omega$ of $\mathscr{B}{ }^{\infty}$ satisfies the inequality (5) then for $\mu$ almost all $\rho$ one has

$$
\begin{equation*}
\left[\rho, H_{\rho}\right]=0 \tag{6}
\end{equation*}
$$

Proof: For any $X$ in some $\mathscr{B}_{\{1,2, \ldots, n\}}$ consider $Y_{N}=\frac{1}{N}\left(X \otimes 1 \otimes \mathbb{1} \cdots+1 \otimes X \otimes 1 \cdots+\otimes^{N-1} 1 \in X\right)$, then

$$
\lim _{N \rightarrow \infty} \omega\left(Y_{N}^{*} Y_{N}\right)=\lim _{N \rightarrow \infty} \omega\left(Y_{N} Y_{N}^{*}\right)=\omega\left(X \otimes X^{*}\right)
$$

and inequality (5) becomes

$$
\int d \mu(\rho) \omega_{\rho}\left(X^{*}\right) \omega_{\rho}\left(\left[H_{\rho}^{\{1, \ldots, n\}}, X\right]\right) \geqslant 0
$$

By taking $X=X^{*}$ remark that the left-hand side is purely imaginary, hence

$$
\int d \mu(\rho) \omega_{\rho}(X) \omega_{\rho}\left(\left[H_{\rho}^{|1, \ldots, n|}, X\right]\right)=0
$$

By a straightforward algebraic manipulation (polarization)
$\int d \mu(\rho) \omega_{\rho}(Y) \omega_{\rho}\left(\left[H_{\rho}^{\Lambda}, X\right]\right)=0$, for all $X \in \mathscr{B}_{\Lambda}$,
and all $Y \in \mathscr{B}_{A}$. For any measurable set $\Delta$ in $\mathscr{B}_{1}$ such that $\mu(\Delta)>0$ consider the decomposition of $\omega$

$$
\omega=\mu(\Delta) \omega_{\Delta}+\mu\left(\mathscr{B}_{1} \backslash \Delta\right) \omega_{: \mathscr{B}_{1}} \backslash \Delta,
$$

into the disjoint states

$$
\omega_{\Delta}=\frac{1}{\mu(\Delta)} \int_{\Delta} d \mu(\rho) \omega_{\rho}
$$

and

$$
\omega_{\mathscr{H} \backslash \Delta}=\frac{1}{\mu\left(\mathscr{B}_{1} \backslash \Delta\right)} \int_{\mathscr{B} \backslash \backslash \Delta} d \mu(\rho) \omega_{\rho}
$$

Now there exists a net $\left\{Y_{\alpha}\right\}_{\alpha}$ of positive elements $Y_{\alpha}$ $\in \mathscr{B}_{A(\alpha)}$ such that $\left\|Y_{\alpha}\right\| \leqslant 1$ and $\lim _{\alpha} \omega^{\Delta}\left(Y_{\alpha}\right)=1$, $\lim _{\alpha} \omega^{\mathscr{\prime} \backslash \Delta}\left(Y_{\alpha}\right)=0 .^{5}$ Since $\left\|\omega_{\rho}\left(\left[H_{\rho}^{A}, X\right]\right)\right\|$ $\leqslant 2 N(\Lambda)\|X\|(\|A\|+\|B\|)$,

$$
\frac{1}{\mu(\Delta)} \int_{\Delta} d \mu(\rho) \omega_{\rho}\left(\left[H_{\rho}^{\wedge}, X\right]\right)=0 .
$$

Lemma II.3: If $\omega$ is a symmetric state of $\mathscr{B}^{\infty}$ satisfying the inequality (5), then for $\mu$ almost all $\rho$

$$
\begin{equation*}
\beta \omega_{\rho}\left(X^{*}\left[H_{\rho}^{\wedge}, X\right]\right) \geqslant \omega_{\rho}\left(X^{*} X\right) \ln \frac{\omega_{\rho}\left(X^{*} X\right)}{\omega_{\rho}\left(X X^{*}\right)} \tag{7}
\end{equation*}
$$

for all $\Lambda \subset N$ and all $X \in \mathscr{B}_{\Lambda}$.
Proof: Again for any measurable set $\Delta$ in $\mathscr{B}_{1}$ such that $\mu(\Delta)>0$ we consider the decomposition $\omega=\mu(\Delta) \omega_{\Delta}$ $+\mu\left(\mathscr{B}_{1} \backslash \Delta\right) \omega_{\mathscr{G}} \backslash \Delta$ into disjoint states and the net $\left\{Y_{\alpha}\right\}_{\alpha}$ as in the proof of Lemma II.2. Consider now the net $\left\{Z_{\alpha}\right\}_{\alpha}$ where
$Z_{\alpha}=\frac{1}{n_{\alpha}}\left\{X \otimes Y_{\alpha} \otimes 1 \otimes \cdots+X \otimes \stackrel{n_{\alpha}-1}{\otimes} 1 \otimes Y_{\alpha}\right\}$,
$X \in \mathscr{B}_{A}$ for some $\Lambda \subset \mathbf{N}$, and where $\left\{n_{\alpha}\right\}_{\alpha}$ is a net of natural numbers to be specified later on.

One checks:

$$
\begin{aligned}
& \lim _{\alpha} \omega_{\Delta}\left(Z_{\alpha}^{*} Z_{\alpha}\right)=\omega_{\Delta}\left(X^{*} X\right) \\
& \lim _{\alpha} \omega_{\Delta}\left(Z_{\alpha} Z_{\alpha}^{*}\right)=\omega_{\Delta}\left(X X^{*}\right) \\
& \lim _{\alpha} \omega_{\mathscr{A}, \backslash \Delta}\left(Z_{\alpha}^{*} Z_{\alpha}\right)=\lim _{\alpha} \omega_{\mathscr{M}, \backslash \Delta}\left(Z_{\alpha} Z_{\alpha}^{*}\right)=0 .
\end{aligned}
$$

Since $Z_{\alpha} \in \mathscr{B}_{A^{\prime}(\alpha)}$ for some finite $\Lambda^{\prime}(\alpha)$, for each $\omega_{\rho}$

$$
\begin{aligned}
\omega_{\rho}\left(Z_{\alpha}^{*}\right. & {\left.\left[H_{\rho}^{A^{\prime}(\alpha)}, Z_{\alpha}\right]\right) } \\
= & \frac{1}{n_{\alpha}} \omega_{\rho}\left(X^{*} \otimes Y_{\alpha}\left[H_{\rho}^{A^{\prime}(\alpha)}, X \otimes Y_{\alpha}\right]\right) \\
& +\frac{n_{\alpha}-1}{n_{\alpha}} \omega_{\rho}\left(X^{*} \otimes Y_{\alpha} \otimes 1\right. \\
& \times\left[H_{\rho}^{\left.\left.A^{\prime(\alpha)}, X \otimes 1 \otimes Y_{\alpha}\right]\right)}\right. \\
= & \frac{1}{n_{\alpha}} \omega_{\rho}\left(X^{*}\left[H_{\rho}^{A}, X\right]\right) \omega_{\rho}\left(Y_{\alpha}^{2}\right) \\
& +\frac{1}{n_{\alpha}} \omega_{\rho}\left(X^{*} X\right) \omega_{\rho}\left(Y_{\alpha}\left[H_{\rho}^{A(\alpha)}, Y_{\alpha}\right]\right) \\
& +\frac{n_{\alpha}-1}{n_{\alpha}} \omega_{\rho}\left(X^{*}\left[H_{\rho}^{A}, X\right]\right) \omega^{2}\left(Y_{\alpha}\right),
\end{aligned}
$$

where Lemma II. 2 is used. The net $\left\{n_{\alpha}\right\}_{\alpha}$ is specified such that

$$
\lim _{\alpha} \frac{1}{n_{\alpha}} \omega_{\rho}\left(Y_{\alpha}\left[H_{\rho}^{A(\alpha)}, Y_{\alpha}\right]\right)=0
$$

for all $\rho \otimes \mathscr{B}_{1}$. Then clearly

$$
\begin{aligned}
& \lim _{\alpha} \omega_{\rho}\left(Z_{\alpha}^{*}\left[\mathbf{H}_{\rho}^{A^{\prime}(\alpha)}, Z_{\alpha}\right]\right. \\
& \quad= \begin{cases}\omega_{\rho}\left(X^{*}\left[H_{\rho}^{\Lambda}, X\right]\right), & \text { if } \rho \in \Delta, \\
0, & \text { if } \rho \in \mathscr{B}_{1} \backslash \Delta .\end{cases}
\end{aligned}
$$

Hence by taking $X=Z_{\alpha}$ in the inequality (4) and taking the $\alpha$-limit one gets the results.

Now we formulate our main result:
Theorem II.4: Let $\omega$ be any symmetric state of $\mathscr{B}^{\infty}, \omega$ satisfies inequality (5) if and only if

$$
\begin{equation*}
\rho=e^{-\beta H_{o}} / \operatorname{Tr} e^{-\beta H_{r}}, \quad \mu \text { a.e. } \tag{8}
\end{equation*}
$$

Proof: Using Lemma II. 3 with $X \in \mathscr{B}$, one gets

$$
\left.\beta \operatorname{Tr} \rho X^{*}\left[H_{\rho}, X\right]\right) \geqslant \operatorname{Tr} \rho X^{*} X \ln \frac{\operatorname{Tr} \rho X^{*} X}{\operatorname{Tr} \rho X^{*}}, \quad \mu \text { a.e. }
$$

Using the techniques of Ref. 2 the result is obtained.
From the theorem it follows that the problem of meanfield systems is reduced to solving the one-site nonlinear Eq. (8). For high temperatures we have:

Proposition II.5: For $\beta<1 / 2\|B\|$, Eq. (8) has a unique solution.

Proof: Let $F$ be the map $\rho \in \mathscr{B}_{1} \rightarrow F(\rho)=e^{-\beta H_{\rho}} /$ $Z(\rho) \in \mathscr{B}_{1}$
where $Z(\rho)=$ Tre $e^{-\beta H_{r}}$. We show that $F$ is a strict contraction if $\beta<1 / 2\|B\|$. Denote by $\|\cdot\|_{1}$ the trace norm, then for $\rho_{1}, \rho_{2} \in \mathscr{B}_{1}:$

$$
\begin{aligned}
& \| F\left(\rho_{1}\right)-F\left(\rho_{2}\right) \|_{1} \\
&= \| \exp \left[-\beta H_{\rho_{1}}-\log Z\left(\rho_{1}\right)\right] \\
& \quad-\exp \left[-\beta H_{\rho_{2}}-\log Z\left(\rho_{2}\right)\right] \|_{1} \\
&= \| \int_{0}^{1} d t \exp \left[-(1-t)\left(\beta H_{\rho_{1}}\right.\right. \\
&\left.+\log Z\left(\rho_{1}\right)\right]\left\{\beta\left(B_{\rho_{1}}-B_{\rho_{2}}\right)\right. \\
&\left.+\log Z\left(\rho_{1}\right) / Z\left(\rho_{2}\right)\right\} \exp \left\{-t\left[\beta H_{\rho_{2}}\right.\right. \\
&\left.\left.\quad+\log Z\left(\rho_{2}\right)\right]\right\} \|_{1} \\
& \leqslant \beta\|B\|\left\|\rho_{1}-\rho_{2}\right\|_{1}+\mid \log Z\left(\rho_{1}-\log Z\left(\rho_{2}\right) \mid\right. \\
& \leqslant 2 \beta\|B\|\left\|\rho_{1}-\rho_{2}\right\|_{1} .
\end{aligned}
$$

The result follows from the contraction mapping principle. ${ }^{6}$
This result together with Lemma II. 1 implies that the mean-field models we are considering have a unique limiting Gibbs state for high enough temperatures.

For low temperatures one cannot expect to have a unique solution of Eq. (8). In fact for the BCS-model ${ }^{7}$ one shows that below the critical temperature Eq. (8) has the solutions $\rho_{\text {norm }}$ corresponding to the normal phase, and $\rho(\alpha)$ ( $\alpha \in[0,2 \pi]$ ) corresponding to the superconducting phase. Furthermore the limiting Gibbs state is given by the state

$$
\omega_{\beta}=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \alpha \omega_{\rho(\alpha)}
$$

This shows that the support of the measure $\mu(\rho)$ defining a limiting Gibbs state (4), can be strictly smaller than the set of solutions of (8). We expect this to be a general feature of
mean-field theories. The support of the measure is reduced by the following proposition.

Define the pressure

$$
p=\sup _{\omega} p(\omega)
$$

where the sup is taken over all symmetric states of $\mathscr{B}^{\infty}$, $p(\omega)=s(\omega)-\beta e(\omega)$, where $s(\omega)$ is the entropy density and where $e(\omega)$ is the energy density of the state $\omega{ }^{8}$

Proposition II.6: If $\omega_{\beta}$ is a limiting Gibbs state, then

$$
p\left(\omega^{\rho}\right)=p, \quad \mu \text { a.e. }
$$

Proof: We denote as before by $\omega_{\beta, n}$ the Gibbs state for the volume $\Lambda_{n}=\{1, \ldots, n\}$ and $\omega_{\beta, n}^{m}$ the restriction of $\omega_{\beta, n}$ to the subalgebra $\mathscr{B}_{A_{m}}(m<n)$. Let $\left\{\omega_{\beta, n}\right\}_{n}$ be a subsequence of Gibbs states converging to $\omega_{\beta}$. Let us divide up the interval $[1, n$ ] into equal intervals of length $m$ plus a remainder interval of length less than $m$. Then by the subadditivity and monotonicity of the total entropy $S$ :

$$
\frac{1}{n} S\left(\omega_{B, n}\right) \leqslant \frac{1}{n}\left(\left[\frac{n}{m}\right]+1\right) S\left(\omega_{B, n}^{m}\right) .
$$

Since by assumption $\omega_{\beta, n}^{m} \rightarrow \omega_{\beta}^{m}$ as $n \rightarrow \infty$ and by continuity of entropy

$$
\lim _{n} \sup (1 / n) S\left(\omega_{\beta, n}\right) \leqslant(1 / m) S\left(\omega_{\beta}^{m}\right)
$$

this implies

$$
\lim _{n} \sup (1 / n) S\left(\omega_{\beta, n}\right) \leqslant s\left(\omega_{\beta}\right) .
$$

From the convergence of the energy density

$$
\lim _{n} \sup (1 / n)\left[S\left(\omega_{\beta . n}-\beta \omega_{\beta, n}\left(H_{A n}\right)\right] \leqslant p\left(\omega_{\beta}\right) .\right.
$$

On the other hand
$\liminf (1 / n)\left[S\left(\omega_{\beta, n}\right)-\beta \omega_{\beta, n}\left(H_{A n}\right)\right] \geqslant p \geqslant p\left(\omega_{\beta}\right)$,
as a consequence of Klein's inequality. Hence $p=p\left(\omega_{\beta}\right)$. Since $\operatorname{dim} \mathscr{H}<\infty$, we have ${ }^{8}$

$$
p\left(\omega_{\beta}\right)=\int d \mu(\rho) p\left(\omega_{\rho}\right)
$$

and the proposition follows.
From the proof of this proposition we have
Corollary II.7: The thermodynamic limit of the pressure for the mean-field models considered exists and is given by

$$
p=\lim _{n \rightarrow \infty} \frac{1}{n} \ln \operatorname{Tr} e^{-\beta H_{A_{i}} .}
$$

## III. APPLICATION-THE DICKE MASER MODEL

As an application we study the Dicke Maser model. ${ }^{9}$ Hepp and Lieb ${ }^{10}$ gave a rigorous treatment of the thermodynamics and of the convergence of the intensive observables for the one-mode version of the model. Here we discuss the infinite mode version with the Hamiltonian ${ }^{11}$

$$
H_{n}=\sum_{k=1}^{n} a_{k}^{+} a_{k}+\epsilon \sum_{k=1}^{n} \sigma_{k}^{+} \sigma_{k}^{-}
$$

$$
+\frac{\lambda}{n}\left(\sum_{k . l=1}^{n} a_{k}^{+} \sigma_{l}^{-}+\text {h.c. }\right)
$$

with $0<\epsilon \leqslant \lambda^{2}$.
$a_{k}^{+}, a_{k}$ are copies of the creation and annihilation operators $\left(a^{+}, a\right)$ of the harmonic oscillator describing the photon mode, acting on a Hilbert space $\mathscr{K}$ and satisfying the commutation relation $\left[a_{k}, a_{a}^{*}\right]=\mathbb{1} . \sigma_{k}^{ \pm}$are copies of the Pauli matrices $\sigma^{+}$and $\sigma^{-}$acting on a two-dimensional Hilbert space $\mathbb{C}^{2}$. They satisfy the relations

$$
\begin{aligned}
& \left\{\sigma^{+}, \sigma^{+}\right\}=2\left(\sigma^{+}\right)^{2}=\left\{\begin{array}{ll}
\sigma \quad, \sigma^{-}
\end{array}\right\}=0 \\
& \left\{\sigma^{+}, \sigma^{--}\right\}=1
\end{aligned}
$$

In Ref. 11 the variational principle of statistical mechanics for this model was solved partly in the sense that one found the infimum of the free energy by variation only over a class of states which factorize with respect to observables in the photon and atomic algebras. Also the thermodynamic limit of the free energy was proved.

Clearly, the model is a mean-field model with permutation symmetry, such that the analysis of the previous sections is applicable. The main results of this section will be the extension of the variational principle to all locally normal symmetric states, and the proof of the convergence of the Gibbs state.

For this model the algebra $\mathscr{B}$ becomes the set of all bounded operators on the Hilbert space $\mathscr{H}=\mathscr{K} \otimes \mathbb{C}^{2}$ which is an infinite dimensional Hilbert space. This means that as far as the applicability of Theroem I. 1 is concerned not every state is locally normal. Moreover as the local Hamiltonians are unbounded operators, the correlation inequality in Sec. II should be applied with some care. The problem consists in extending the correlation inequality (3) to unbounded operators. For this model the domain questions are easily settled by observing that for finite volumes the total particle number operator is a conserved quantity. ${ }^{12}$ The problem of local normality is solved in:

Proposition III.1: A limiting Gibbs state $\omega_{\beta}$ for the Dicke Maser model is locally normal.

Proof: We have to prove that for any finite volume $\Lambda$, the restriction $\omega_{\beta, A}$ of $\omega_{\beta}$ to $\mathscr{B}_{A}$ is a regular state; because of the symmetry it is sufficient to prove the regularity on $\mathscr{B}_{11\}}$.

This follows from von Newmann's uniqueness theorem, if the map

$$
z \in \mathbb{C} \rightarrow \omega_{\beta}\left[\exp i\left(z a_{1}^{+}+\bar{z} a_{1}\right)\right],
$$

is continuous at $z=0$. Let $\left\{\omega_{\beta, n}\right\}_{n}$ be a subnet of Gibbs states $w^{*}$-converging to $\omega_{\beta}$, then

$$
\begin{align*}
\mid \omega_{\beta, n} & {\left.\left[\exp i\left(z a_{1}{ }^{+}+\bar{z} a_{1}\right)-\mathbb{1}\right]\right|^{2} } \\
& \leqslant 2\left\{1-\omega_{\beta, n}\left[\cos \left(z a_{1}^{+}+\bar{z} a_{1}\right)\right]\right\} \\
& \leqslant 4 \omega_{\beta, n}\left[\sin ^{2}\left(\frac{z a_{1}+\bar{z} a_{1}}{2}\right)\right] \\
& \leqslant \omega_{\beta, n}\left[\left(z a_{1}^{+}+\bar{z} a_{1}\right)^{2}\right] \\
& =|z|^{2} \omega_{\beta, n}\left(\mathbb{1}+2 a_{1}{ }^{+} a_{1}\right) . \tag{9}
\end{align*}
$$

For an upper bound of the right-hand side, we apply inequality (3) with $X=\mathrm{a}_{1}$. then
$-\beta \omega_{\beta, n}\left(a_{1}{ }^{\dagger} a_{1}\right)+\lambda \beta \omega_{\beta, n}\left(a_{1}{ }^{+} \sigma_{1}{ }^{-}\right)$

$$
\geqslant \omega_{\beta, n}\left(a_{1}^{+} a_{1}\right) \ln \frac{\omega_{\beta, n}\left(a_{1}^{+} a_{1}\right)}{\omega_{\beta, n}\left(a_{1} a_{1}^{+}\right)}
$$

With $X=\sigma_{1}^{+} \sigma_{1}^{-}$, one obtains

$$
-\lambda \beta \omega_{\beta, n}\left(a_{1}^{\dagger} \sigma_{1}{ }^{`}\right) \geqslant 0,
$$

hence

$$
\begin{equation*}
-\beta \omega_{\beta, n}\left(a_{1}^{+} a_{1}\right) \geqslant \omega_{\beta, n}\left(a_{1}^{+} a_{1}\right) \ln \frac{\omega_{\beta, n}\left(a_{1}^{+} a_{1}\right)}{\omega_{\beta, n}\left(a_{1} a_{1}^{+}\right)} \tag{10}
\end{equation*}
$$

or
$\omega_{\beta, n}\left(a_{1}^{+} a_{1}\right) \leqslant 1 /\left(e^{\beta}-1\right)$.
Therefore (9) becomes
$\omega_{\beta, n}\left[\exp i\left(z a_{1}^{+}+\bar{z} a_{1}\right)-1\right] \leqslant\left[\left(e^{\beta}+1\right) /\left(e^{\beta}-1\right)\right]|z|^{2}$.
On taking the limit $n \rightarrow \infty$, the proposition follows.
We are now in a position to apply Theorems I. 1 and
II.4. The problem is reduced to solving the so-called gap Eq. (8). But its solutions are well known: They exhibit a phase transition at a critical temperature $T_{c}\left(0<T_{c}<\infty\right)$. Above $T_{c}$ equation (8) has a unique solution $\rho_{\text {norm }}$ corresponding to the normal phase. Below $T_{c}$, in addition to the normal phase $\rho_{\text {norrm }}$ one obtains also a one-parameter family of solutions $\omega_{\rho(\kappa)}$, labeled by the spontaneously broken gauge symmetry parameter $\alpha \in[0,2 \pi] \cdot \omega_{\rho(\alpha)}$ has the properties that, if $\tau_{\alpha}$ is the gauge autormorphism of $\mathscr{B}^{\infty}$ defined by

$$
\tau_{\alpha} a_{k}^{\prime}=e^{i k t} a_{k}^{+}, \quad \tau_{\alpha} \sigma_{k}^{+}=e^{i \alpha} \sigma_{k}^{+} \quad(k=1,2, \ldots),
$$

then

$$
\begin{equation*}
\omega_{\rho(\alpha)} \cdot \tau_{\alpha^{\prime}}=\omega_{\rho \mid\left(\alpha+\alpha^{\prime}\right) \bmod 2 \pi 1}, \tag{11}
\end{equation*}
$$

and that ${ }^{11}$

$$
\begin{equation*}
p=p\left(\omega_{\rho(\alpha)}\right)>p\left(\omega_{\rho_{m_{m \times m}}}\right) . \tag{12}
\end{equation*}
$$

Proposition II. 6 holds true also for the Dicke Maser model, since by Proposition III. 1 the local normality of the limiting Gibbs states is guaranteed and since by bound (10), energy and entropy densities are finite. For $T \geqslant T_{c}$, clearly $\omega_{\beta}$ $=\omega_{\rho_{\text {mom }}}$. For $T<T_{c}$, Proposition II. 6 and (12) imply

$$
\omega_{\beta}=\int d \mu(\alpha) \omega_{\rho(\alpha)} .
$$

Because of gauge invariance of $\omega_{\beta}$ and (11) necessarily $d \mu(\alpha)=(1 / 2 \pi) d \alpha$. Therefore the Gibbs states $\omega_{\beta, n}$ converge to $\omega_{\beta}=(1 / 2 \pi) \int_{0}^{2 \pi} d \alpha \omega_{\rho(\alpha)}$ as $n \rightarrow \infty$.
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#### Abstract

Two models for an infinitely extended boson gas are studied. The aim is to determine approximate equilibrium states for them by minimizing the free energy density over a class of trial states. For one of the models, in which the interaction is proportional to the square of the number of particles, the equilibrium state derived from the usual thermodynamic limiting argument (the Gibbs state) is also obtained. It is seen that the set of approximate equilibrium states consists of this Gibbs state and states with the same thermodynamic properties. Using the other model, in which the particles are assumed to interact according to a delta function interaction potential, some of the problems of approximate solutions are discussed.


## 1. INTRODUCTION

In this note we discuss two models of infinitely extended interacting boson systems in quantum statistical mechanics. The first one (Sec. 3) we are able to solve exactly; the second (Sec. 4) we solve approximately and are able to illustrate some of the problems of approximate solutions.

The method used is to apply the variational principle described by Robinson ${ }^{1}$ and Svarc, ${ }^{2}$ amongst others. This states that the equilibrium states of a quantum mechanical many-body system are the states that minimize the free energy density of that system expressed as a functional defined on a suitable set of states. "Suitable" means that we look only at the physically reasonable states. For example, Robinson ${ }^{1}$ restricts attention to locally normal translation invariant states and proves, subject to certain restrictions on the models considered, the coincidence of the free energy density defined using the variational principle and that defined through the more usual limiting process.

The difficulty in following this program is that it requires an explicit expression for the free energy density functional in terms of the parameters of the state. This is not available in general, but for a restricted class of states it is both available and usable. We describe these states below, and then by minimizing the free energy density over these states we obtain an approximate equilibrium state.

## 2. QUASIFREE APPROXIMATION

A state of an infinitely extended boson system may be regarded as a functional $\mu: M \rightarrow C$ which is defined on a space $M \subseteq L^{2}\left(\mathbb{R}^{3}\right)$ of test functions and which satisfies conditions obtained by Araki ${ }^{3}$ and Segal. ${ }^{4}$ These authors also describe the connection between this definition of a state and the more usual algebraic one. Briefly, $\mu$ is related to the conjugate fields $\psi(x), \psi^{*}(x)$ which satisfy the canonical commutation relations $\left[\psi(x), \psi^{*}(y)\right]=\delta(x-y)$, in that $\mu(h)$ is regarded as the expected value in a thermodynamic (or algebraic)

$$
\begin{align*}
& \text { state of } \exp \left[i\left(\psi(h)+\psi^{*}(h)\right) / \sqrt{2}\right] \text {, i.e., } \\
& \qquad \mu(h)=\left\langle\exp \left[i\left(\psi(h)+\psi^{*}(h)\right) / \sqrt{2}\right]\right\rangle \tag{2.1}
\end{align*}
$$

where
$\psi(h)=\int \psi(x) \overline{h(x)} d^{3} x, \quad \psi^{*}(h)=\int \psi^{*}(x) h(x) d^{3} x$,
and $\langle>$ denotes the expectation value in the thermodynamic state. This formal connection motivates the definitions given below for the physical interpretation of $\mu$.

Quasifree states were introduced by Robinson ${ }^{5}$; they are states determined by particularly simple functionals. It has been shown by various authors (Araki and Woods, ${ }^{6}$ Lanford and Robinson, ${ }^{7}$ Lewis and Pulè, ${ }^{8}$ Critchley and Lewis ${ }^{9}$ ) that they emerge naturally in the study of boson systems. The quasifree states considered here are given by

$$
\begin{equation*}
\mu(h)=e^{-\|h\|^{2} / 4} e^{(i / \sqrt{2})(\alpha \overline{h(0)}+\bar{\alpha} \hat{h}(0))} e^{-\langle h, A h\rangle / 2}, \tag{2.3}
\end{equation*}
$$

where $\alpha \in \mathbb{C}$, ${ }^{\wedge}$ denotes Fourier transform, and $A$ is a positive linear operator on $M$. We assume that $A$ is a multiplication operator in the Fourier transformed space:

$$
\begin{equation*}
\left\langle h_{1}, A h_{2}\right\rangle=\int \overline{\hat{h}_{1}(p)} \hat{a}(p) \hat{h_{2}}(p) \frac{d^{3} p}{(2 \pi)^{3}} \tag{2.4}
\end{equation*}
$$

The state (2.3) is not invariant under the gauge transformation $h \rightarrow e^{i \theta} h$, but a gauge invariant state is obtained by averaging (2.3) over the gauge group:
$\int \mu\left(e^{i \theta} h\right) \frac{d \theta}{(2 \pi)}=-e^{-\|h\|^{2} / 4} J_{0}(\sqrt{2}|\alpha||\hat{h}(0)|)$

$$
\begin{equation*}
\times \exp \left(-\frac{1}{2}(h, A h)\right), \tag{2.5}
\end{equation*}
$$

where $J_{0}$ is a Bessel function. Lewis and Pule ${ }^{8}$ showed how this state arises in the study of the free boson gas. It has the same thermodynamic properties as the state (2.3), but different algebraic ones. Both are interpreted as describing a boson gas undergoing Bose-Einstein condensation. The $e^{i \sqrt{2}(\cdot)}$
term in (2.3), and the $J_{0}($.$) term in (2.5) describe the conden-$ sate of density $|\alpha|^{2}$, and the $e^{-\langle\cdot\rangle / 2}$ term describes the normal component of the gas with density $\int \hat{a}(p) d^{3} p /(2 \pi)^{3}$ (see below). The fact that the state (2.5) can be decomposed as a gauge average of (2.3) demonstrates the breaking of gauge symmetry expected of a condensing boson gas (see for example Johnston ${ }^{10}$ ).

The thermodynamic quantities that we require for the variational problem are defined as follows:
$\bar{k}(\mu)=\int \frac{p^{2}}{2} \hat{a}(p) \frac{d^{3} p}{(2 \pi)^{3}} \quad$ (kinetic energy density),
$\bar{n}(\mu)=\int \hat{a}(p) \frac{d^{3} p}{(2 \pi)^{3}} \quad$ (particle density),
$\bar{s}(\mu)=\int[(1+\hat{a}(p)) \log (1+\hat{a}(p))-\hat{a}(p) \log \hat{a}(p)] \frac{d^{3} p}{(2 \pi)^{3}}$,
(entropy density).
To see how these arise we look by way of example at $\bar{n}(\mu)$. If $\rangle$ denotes the expectation in the thermodynamic state corresponding to $\mu$, then $\left\langle\psi^{*}(x) \psi(x)\right\rangle$ integrated over a finite volume $V$ is interpreted as the number of particles in that volume. So if $\left\langle\psi^{*}(x) \psi(x)\right\rangle$ is independent of $x$ (as we find is the case here) then it may be interpreted as the density of particles in the state. Using the formal identifications of (2.1) and (2.2) we find that for the state (2.3) [or (2.5)]

$$
\left\langle\psi^{*}(x) \psi(y)\right\rangle=|\alpha|^{2}+a(x-y),
$$

so that
$\bar{n}(\mu)=\left\langle\psi^{*}(x) \psi(x)\right\rangle=|\alpha|^{2}+a(0)=|\alpha|^{2}+\int \hat{a}(p) \frac{d^{3} p}{(2 \pi)^{3}}$.
The expression for the kinetic energy density $\bar{k}(\mu)$ arises similarly. That for the entropy density $\bar{s}(\mu)$ is to be expected as it represents the entropy density of a linear superposition of harmonic oscillators. The problem in passing to the thermodynamic limit, however, is that in the weak *-topology the entropy density is only upper semicontinuous as a function of the states (Robinson ${ }^{1}$ ). The validity of the expression (2.8) has been established under various assumptions by Lanford and Robinson ${ }^{14}$ and Fannes. ${ }^{12}$ Critchley and Lewis ${ }^{13}$ have also considered the problem, and Fannes ${ }^{14}$ has derived the analogous expression for Fermi systems.

A model of an interacting statistical mechanical system amounts to the assumption of a potential energy density functional $\bar{u}(\mu)$. For example if the interaction is mediated by an Euclidean invariant two-body function $U(x-y)$, then in the state (2.3) [or (2.5)]

$$
\begin{align*}
\bar{u}(\mu)= & 2|\alpha|^{2} \int \hat{U}(p) \hat{a}(p) \frac{d p}{(2 \pi)^{3}} \\
& +\int \hat{a}(p) \hat{U}(p-q) \hat{a}(q) \frac{d^{3} p d^{3} q}{(2 \pi)^{6}}+\hat{U}(0)[\bar{n}(\mu)]^{2} \tag{2.9}
\end{align*}
$$

This arises from the potential energy term,

$$
\int \psi^{*}(x) \psi^{*}(y) U(x-y) \psi(y) \psi(x) d^{3} x d^{3} y
$$

in the many-body Hamiltonian, so that the potential energy density in an Euclidean invariant state [in which $\left\langle\psi^{*}(x) \psi^{*}(y) \psi(y) \psi(x)\right\rangle$ depends only on $\left.|x-y|\right]$ is

$$
\int U(x)\left\langle\psi^{*}(0) \psi^{*}(x) \psi(x) \psi(0)\right\rangle d^{3} x
$$

which can be evaluated using (2.1) and (2.2).
The free energy density functional at temperature $T$ is then given by

$$
\begin{equation*}
\bar{f}(\mu)=\bar{k}(\mu)+\bar{u}(\mu)-T \bar{s}(\mu) \tag{2.10}
\end{equation*}
$$

and we may now minimize this over the trial states (2.3) [or (2.5)] subject to the condition that the particle density $\bar{n}(\mu)$ should take a fixed value denoted by $\rho$. To take account of this we introduce a Lagrange multiplier $\gamma$ and minimize instead

$$
\begin{equation*}
\bar{F}(\mu)=\bar{f}(\mu)-\gamma(\bar{n}(\mu)-\rho) \tag{2.11}
\end{equation*}
$$

We first investigate whether there is a local minimum of $\bar{F}(\mu)$ by differentiating it with respect to the parameters determining the state. This gives the following equations:

$$
\begin{align*}
& \frac{\partial \bar{F}}{\partial \hat{a}(p)}: T \log \left(1+\frac{1}{\hat{a}(p)}\right)=\frac{p^{2}}{2}-\gamma+\frac{\partial \bar{u}}{\partial \hat{a}(p)},  \tag{2.12}\\
& \frac{\partial \bar{F}}{\partial|\alpha|}: 2|\alpha| \gamma=\frac{\partial \bar{u}}{\partial|\alpha|}  \tag{2.13}\\
& \frac{\partial \bar{F}}{\partial \gamma}: \rho=|\alpha|^{2}+\int \hat{a}(p) \frac{d^{3} p}{(2 \pi)^{3}} \tag{2.14}
\end{align*}
$$

The argument of the complex number $\alpha$ does not appear explicitly in $\bar{F}(\mu)$ [assuming it does not appear in $\bar{u}(\mu)$ ], so it is undetermined. Thus, if $|\alpha|$ is nonzero in the minimizing state, then there will be a family of states (each determined by a different value of the argument of $\alpha$ ) minimizing the free energy. This nonuniqueness of the equilibrium stated illustrates the breaking of gauge symmetry mentioned earlier.

## 3. EXAMPLE 1: $\bar{u}(\mu)=2 c[\bar{n}(\mu)]^{2}$

Davies ${ }^{15}$ has considered a class of interacting systems in which the interaction is a function of the particle density. Here we look at the particular case of this in which the finite volume Hamiltonian is

$$
\begin{equation*}
H=K+2 c N^{2} /|V| \tag{3.1}
\end{equation*}
$$

( $K=$ kinetic energy term, $N=$ number operator, $c$ is a positive constant and $|V|$ is the volume). This gives a potential energy density functional

$$
\begin{equation*}
\bar{u}(\mu)=2 c \bar{n}(\mu)^{2} \tag{3.2}
\end{equation*}
$$

Lebowitz and Penrose ${ }^{16}$ and Švarc ${ }^{2}$ have shown how this represents a repulsive interaction in the limit of extreme long range and extreme weakness.

For this model, Eq. (2.12)-(2.14) are

$$
\begin{align*}
& T \log \left(1+\frac{1}{\hat{a}(p)}\right)=\frac{p^{2}}{2}-\gamma+4 c  \tag{3.3}\\
& 2|\alpha|(\gamma-4 c \rho)=0 \tag{3.4}
\end{align*}
$$

$$
\begin{equation*}
|\alpha|^{2}+\int \hat{a}(p) \frac{d^{3} p}{(2 \pi)^{3}}=\rho . \tag{3.5}
\end{equation*}
$$

To solve and interpret these equations let

$$
\begin{equation*}
\beta=1 / T \quad \text { and } \quad z_{0}=\exp [\beta(\gamma-4 c \rho)] . \tag{3.6}
\end{equation*}
$$

Then from (3.3), $\hat{a}(p)=z_{0}\left(e^{\beta p^{2} / 2}-z_{0}\right)^{-1}$,
from (3.4), $|\alpha| \log z_{0}=0$,

$$
\begin{equation*}
\text { from }(3.5), \quad \rho=|\alpha|^{2}+(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(z_{0}\right) \tag{3.8}
\end{equation*}
$$

where
$g_{3 / 2}(z)=\sum_{n=1}^{\infty} \frac{z^{n}}{n^{3 / 2}}$

$$
\begin{equation*}
=(2 \pi \beta)^{3 / 2} \int \frac{z}{e^{\beta p^{2 / 2}}-z} \frac{d^{3} p}{(2 \pi)^{3}}, \quad z \leqslant 1 . \tag{3.10}
\end{equation*}
$$

From (3.8) either $z_{0}=1$ or $|\alpha|=0$. Let $\rho_{c}=(2 \pi \beta)^{-3 / 2}$ $g_{3 / 2}$ (1). If $\rho<\rho_{c}$, then from (3.9) $z_{0}<1$, and so we must have $|\alpha|=0$. Therefore, $z_{0}$ is the unique solution of $\rho=(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(z_{0}\right)$. If $\rho>\rho_{c}$, then from (3.9) we must have $|\alpha|>0$, and so, from (3.8) $z_{0}=1$. Hence $|\alpha|^{2}=\rho-\rho_{c}$. Thus, the gauge invariant state (2.5) that minimizes the free energy density is
(i) $\rho<\rho_{c}: \mu(h)=e^{-\|h\|^{2} / 4} \exp \left[-\frac{1}{2}\left\langle h, A\left(z_{0}\right) h\right\rangle\right]$,
(ii) $\rho>\rho_{c}: \mu(h)=e^{-\|h\|^{2 / 4}} J_{0}\left(\sqrt{2}\left(\rho-\rho_{c}\right)^{1 / 2}|\hat{h}(0)|\right)$

$$
\begin{equation*}
\times \exp \left[-\frac{1}{2}\langle h, A(1) h\rangle\right] \tag{3.12}
\end{equation*}
$$

where $\left.<h_{1}, A(z) h_{2}\right\rangle=\int \frac{\overline{\hat{h}_{1}(p)} z \hat{h}_{2}(p)}{\left(e^{\beta p^{2} / 2}-z\right)} \frac{d^{3} p}{(2 \pi)^{3}}, \quad z \leqslant 1$.
This may be interpreted as showing that at density $\rho_{c}$ the system undergoes a phase transition. For densities less than this there is a unique minimizing state and no Bose-Einstein condensation; at higher densities there is a continuum of minimizing states of the form (2.3) each determined by a different argument of the complex number $\alpha$, and such that (3.12) is their average. Further, since $|\alpha|$ is nonzero the gas exhibits a Bose-Einstein condensation. Note that the fugacity $z^{\prime}=e^{\beta \gamma}$ is related to the parameter $z_{0}$ according to $z_{0}=z^{\prime} e^{-4 c \rho \beta}$.

To see that (3.11), (3.12) is the exact solution to this problem (not just an approximation) we compute the state using the Hamiltonian (3.1). If we do this in the canonical ensemble (in which the number of particles is fixed) then the interaction term $c N^{2} /|V|$ is just a constant. So this term cancels out in the density matrix expression for the state ( $e^{-\beta H} /$ trace $e^{-\beta H}$ ) and the system is equivalent, from a mathematical point of view, to the canonical ensemble of the free boson gas. But Cannon ${ }^{17}$ has shown that the thermodynamic limit of this is the state (3.11), (3.12); therefore, this is also the limit of the equilibrium state determined by (3.1). Furthermore, Davies ${ }^{15}$ has shown that, in the limit, the grand canonical and the canonical equilibrium states deter-
mined by (3.1) are the same. Therefore, (3.11), (3.12) is also the limit of the grand canonical state determined by (3.1). Hence, it may be regarded unequivocally as the solution of the model.

## 4. EXAMPLE 2: IMPENETRABLE POINT PARTICLES

The second example has an interaction given by the two-body potential

$$
\begin{equation*}
U(x-y)=c \delta(x-y) \tag{4.1}
\end{equation*}
$$

or, more precisely, $\hat{U}(p)=c$ for all $p \in \mathbb{R}^{3}$. The interaction of (3.1) is sometimes considered as an approximation to this at small densities. For larger densities Huang ${ }^{18}$ suggests that $2 c\left(N^{2}-\frac{1}{2} n_{0}^{2}\right) /|V|$ is more accurate, where $n_{0}$ is the number of particles in the ground state (the condensate).

To determine the potential energy density we use the expression (2.9). This gives

$$
\begin{align*}
\bar{u}(\mu)= & 2|\alpha|^{2} c\left(\bar{n}(\mu)-|\alpha|^{2}\right)+c\left(\bar{n}(\mu)-|\alpha|^{2}\right)^{2} \\
& +c[\bar{n}(\mu)]^{2}=2 c\left([\bar{n}(\mu)]^{2}-\frac{1}{2}|\alpha|^{4}\right) \tag{4.2}
\end{align*}
$$

As $|\alpha|^{2}$ is interpreted as the density of the condensate, this is identical to Haung's suggestion.

With $\bar{u}(\mu)$ given by (4.2), and with $z_{1}=\exp \beta(\gamma-4 c \rho)$ Eq. (2.12)-(2.14) can now be investigated. Firstly, we note that $\partial \bar{u} / \partial \hat{a}(p)$ is the same in this example as it was in Example 1, and so (2.12) becomes, as in (3.7)

$$
\begin{equation*}
\hat{a}(p)=z_{1}\left(e^{\beta p^{2} / 2}-z_{1}\right)^{-1} \tag{4.3}
\end{equation*}
$$

The extra term in the potential (4.2) changes [(3.8) or (2.13)] to

$$
\begin{equation*}
|\alpha| \log z_{1}=|\alpha|\left(-2 c \beta|\alpha|^{2}\right) ; \tag{4.4}
\end{equation*}
$$

(3.9) [or (2.14)] remains as

$$
\begin{equation*}
\rho=|\alpha|^{2}+(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(z_{1}\right) \tag{4.5}
\end{equation*}
$$

Retaining the notation of Sec. 3, we see that for $\rho<\rho_{c}$, a solution of these is

$$
\begin{equation*}
|\alpha|=0, \quad \rho=(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(z_{1}\right) \tag{4.6}
\end{equation*}
$$

But solutions with $|\alpha| \neq 0$ are also possible for some values of $\rho$, as we now demonstrate. From (4.4) if $|\alpha| \neq 0$, then $z_{1}=\exp \left(-2 c \beta|\alpha|^{2}\right)$. So from (4.5) $|\alpha|$ must satisfy

$$
\begin{equation*}
\rho-|\alpha|^{2}=(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(e^{-2 c \beta|\alpha|^{2}}\right) \tag{4.7}
\end{equation*}
$$

Graphical considerations (Fig. 1) show that for values of $\rho$ near to but less than $\rho_{c}$, this equation has two solutions for $|\alpha|^{2}$. For $\rho>\rho_{c}$, (4.5) shows that we must have $|\alpha|>0$, and so from (4.4) $z_{1}=\exp \left(-2 c \beta|\alpha|^{2}\right)$. Substituting back into (4.5) shows that $|\alpha|$ is determined by (4.7). From Fig. 1 this has a unique solution, and hence there is a unique solution to (4.3)-(4.5) for these values of $\rho$. A further immediate deduction from Fig. 1 is that when $\rho>\rho_{c}$, the solution $|\alpha|^{2}$ of (4.7) is greater than $\rho-\rho_{c}$; i.e., the density of the condensate is greater than $\rho-\rho_{c}$. This is in marked contrast to the free boson gas and to the model of Sec. 3.


FIG. 1. $\rho-|\alpha|^{2}$ for three values of $\rho(--)$, plotted against $(2 \pi \beta)^{3 / 2} g_{3 / 2}\left(e^{-\left.2 c \beta \beta\right|^{2}}\right)(-\longrightarrow)$.

We now determine which of the solutions (4.6) or (4.7) is an absolute minimum of $\bar{f}(\mu)$. The expression (4.3) is substituted into $\bar{f}(\mu)(2.10)$ and the integrations performed. This results in a function $f$ of the one variable $|\alpha|$ :

$$
\begin{align*}
f(|\alpha|)= & c\left(2 \rho^{2}-|\alpha|^{4}\right)+\beta^{-1} \log z_{1}\left(\rho-|\alpha|^{2}\right) \\
& -(2 \pi \beta)^{-3 / 2} \beta^{-1} g_{5 / 2}\left(z_{1}\right), \tag{4.8}
\end{align*}
$$

where $z_{1}$ depends on $|\alpha|$ through

$$
\rho=|\alpha|^{2}+(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(z_{1}\right),
$$

$\rho$ is fixed, and $g_{r}(z)=\sum_{n=1}^{\infty} z^{n} / n^{r}$. Differentiating (4.8):

$$
\begin{aligned}
\frac{d f}{d|\alpha|} & =-4 c|\alpha|^{3}-\frac{2|\alpha|}{\beta} \log z_{1} \\
\frac{d^{2} f}{d|\alpha|^{2}} & =-12 c|\alpha|^{2}-\frac{2}{\beta} \log z_{1}-\frac{2|\alpha|}{\beta z_{1}} \frac{d z_{1}}{d|\alpha|}
\end{aligned}
$$

Thus the solution with $|\alpha|=0$ is a local minimum, since

$$
\left.\frac{d^{2} f}{d|\alpha|^{2}}\right|_{a=0}>0 .
$$

Now assume that $\rho$ is less than $\rho_{c}$ but such that there are two nonzero solutions $\left|\alpha_{1}\right|,\left|\alpha_{2}\right|$ of (4.7). Assume further that $\left|\alpha_{1}\right|<\left|\alpha_{2}\right|$. We wish to compare $f\left(\left|\alpha_{1}\right|\right)$ and $f\left(\left|\alpha_{2}\right|\right)$. Substituting for $z_{1}$ in (4.8) gives

$$
\begin{aligned}
f\left(\left|\alpha_{i}\right|\right)= & 2 c \rho^{2}+c\left|\alpha_{i}\right|^{4}-2 c \rho\left|\alpha_{i}\right|^{2}-(2 \pi \beta)^{-3 / 2} \beta^{-1} \\
& \times g_{5 / 2}\left[\exp \left(-2 \beta c\left|\alpha_{i}\right|^{2}\right)\right] .
\end{aligned}
$$

Let
$g(x)=2 c \rho^{2}+c x^{4}-2 c \rho x^{2}-(2 \pi \beta)^{-3 / 2} \beta^{-1} g_{5 / 2}\left(e^{-2 \beta c x^{2}}\right)$,
then $g\left(\left|\alpha_{i}\right|\right)=f\left(\left|\alpha_{i}\right|\right)$ and

$$
\frac{d g}{d x}=-4 c x\left[\rho-x^{2}-(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(e^{-2 c \beta x^{2}}\right)\right]
$$

But is is clear from Fig. 1 that if $\left|\alpha_{1}\right|<x<\left|\alpha_{2}\right|$, then $\left(\rho-x^{2}\right)>(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(e^{-2 c \beta x^{2}}\right)$. So for $x$ in this range, $d g / d x<0$. Thus,


FIG. 2. The free energy density as a function of $|\alpha|^{2}$ for four values of $\rho$.

$$
f\left(\left|\alpha_{1}\right|\right)=g\left(\left|\alpha_{1}\right|\right)>g\left(\left|\alpha_{2}\right|\right)=f\left(\left|\alpha_{2}\right|\right) .
$$

Hence $\left|\alpha_{1}\right|$ is a local maximum of $f$, and $\left|\alpha_{2}\right|$ is a local minimum (as $|\alpha|^{2} \rightarrow \rho$ so $z_{1} \rightarrow 0$ and $d f / d|\alpha| \rightarrow \infty$ ). Thus the minimizing solution of (4.3)-(4.5) is either the one with $\alpha=0$, or the one with $|\alpha|=\left|\alpha_{2}\right|$ depending on whether $f(0)$ or $f\left(\left|\alpha_{2}\right|\right)$ is the smaller.

Let $\rho_{s}$ be the value of $\rho$ at which $f(0)=f\left(\left|\alpha_{2}\right|\right)$. Such a value exists since at the threshold [i.e., the smallest value of $\rho$ for which (4.7) has a solution], we have $\left|\alpha_{1}\right|=\left|\alpha_{2}\right|$ and so $f(0) \leqslant f\left(\left|\alpha_{1}\right|\right)=f\left(\left|\alpha_{2}\right|\right)$, whereas at $\rho=\rho_{c}, \alpha_{1}=0$ and so $f(0)=f\left(\left|\alpha_{1}\right|\right) \geqslant f\left(\left|\alpha_{2}\right|\right)$. It can be shown that $\rho_{s}$ is unique, so that for all $\rho<\rho_{s}$ the minimum is $f(0)$, and for all $\rho>\rho_{s}$ the minimum is $f\left(\left|\alpha_{2}\right|\right)$. (See Fig. 2.)

We now summarize this. There is a critical density $\rho_{s}$ such that for $\rho<p_{s}$ the state is given by

$$
\mu(h)=e^{-\|h\|^{2} / 4} e^{-\langle\cdots\rangle / 2} e^{\langle h, A(z,) h\rangle / 2}
$$

where $z_{1}$ is the unique solution of $\rho=(2 \pi \beta)^{-3 / 2} g_{3 / 2}\left(z_{1}\right)$. For $\rho>\rho_{s}$ the (gauge invariant) minimizing state is
$\mu(h)=e^{-\|h\|^{2} / 4} J_{0}(\sqrt{2}|\alpha||\hat{h}(0)|) e^{-\left\langle h, A\left(z_{1}\right) h\right\rangle / 2}$,
where $z_{1}=e^{-2 c \beta|\alpha|^{2}}$ and $|\alpha|$ is the larger solution of (4.7).
If $\rho_{s}$ is to be interpreted as a critical density at which a phase transition occurs then it is evident that this transition manifests itself in a rather dramatic way. The amount of condensate changes discontinuously from 0 to $\left|\alpha_{2}\right|^{2}$. Other interpretations using the two local minima of the free energy density, and the two critical densities $\rho_{c}$ and $\rho_{s}$ are also possible, but this uncertainty suggests that caution should be exercised in the interpretation of approximate states.
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#### Abstract

We investigate the possibility of defining an "orthogonal" gauge for non-Abelian Yang-Mills theory. Such a gauge would generalize, in a geometrical way, the orthogonality features of the Coulomb gauge in electrodynamics. We show however that such a gauge does not exist (even locally) in the non-Abelian case. Specifically we prove that the tangent spaces defined at every point by orthogonality to the gauge group orbits admit no integral submanifolds. We also study the question of existence of global gauge conditions in phase space. We show that such global gauges, should they exist, would induce globally defined gauges in configuration space contradicting Singer's result. We thus conclude (modulo certain technical points which might render Singer's argument inapplicable to our function spaces) that global gauge conditions in phase space do not exist.


## I. INTRODUCTION

Coulomb gauge plays a special role in electrodynamics. The gauge condition $\nabla \cdot \tilde{a}=0$ serves to eliminate precisely the gauge variant part of the vector potential $\tilde{a}$, leaving only the physical transverse degrees of freedom in the theory. While Coulomb gauge may not always be the most convenient for calculation, it tends to be the most useful for the purpose of laying bare the structure of the theory.

To understand why Coulomb gauge is thus distinguished, let us consider the configuration space of gauge potentials $\tilde{a}$. At any point of this manifold, the directions tangent to the gauge orbits are given by the gradients $\nabla \alpha$ of functions $\alpha$ obeying suitable asymptotic conditions. Now a gauge condition determines a surface in the configuration manifold, and a geometrical way of defining such a surface and thus isolating the gauge variant part of the potential is to require orthogonality (in a suitable inner product) of the surface to the gauge orbits which intersect it. That is, if $t$ is tangent to the surface at the point $\tilde{a}$, we require

$$
\begin{equation*}
\left\langle\nabla^{\alpha, \tilde{t}}\right\rangle=\sum_{i} \int_{\mathbf{R}^{3}} d^{3} x \nabla_{i} \alpha(\mathbf{x}) t^{i}(\mathbf{x})=0 \tag{I.1}
\end{equation*}
$$

for all suitably behaved $\alpha$. This clearly implies that $\nabla \cdot \tilde{t}=0$, i.e., that the tangent space to the surface at any point consists of the transverse subspace of the full tangent space. Any of the family of surfaces defined by

$$
\begin{equation*}
\nabla \cdot \tilde{a}-f=0 \tag{I.2}
\end{equation*}
$$

where $f$ is a fixed scalar field, has this property. We can specialize to the usual Coulomb gauge by requiring in addition that the surface pass through $\tilde{a}=0$.

The purpose of this paper is to see whether this line of reasoning generalizes to the non-Abelian case. Our objective is to define, at least in some local region of configuration

[^18]space, a submanifold (of the appropriate dimensions) whose tangent space at any point is orthogonal to the gauge group orbit through that point. Such a surface would generalize, in a more geometrical way, the Coulomb gauge condition to the non-Abelian case. One knows from the work of Gribov ${ }^{1}$ and Singer ${ }^{2}$ that a global, continuous gauge condition does not exist. However, as Singer suggests, one might be able to patch together several local gauge conditions to define a (not everywhere continuous) global one. Our proposed generalization of the Coulomb gauge might then seem to be a natural candidate for the needed local gauge conditions.

We shall show however that no such gauge condition exists (even locally) anywhere in configuration space. Specifically we shall show that the subspaces of the tangent spaces which are orthogonal to the gauge group orbits at every point do not admit any integral submanifolds. The geometrical basis for this argument (in a suitable function space setting) is discussed in Sec. II. The nonexistence argument is given in Sec. III. Section IV discusses the possibility of global gauge conditions in phase space and shows that their existence would imply the existence of global gauge conditions in configuration space, contradicting Singer's proof. We are led to conclude (modulo certain technical assumptions which might render Singer's argument inapplicable to our function spaces) that global gauge conditions in phase space do not exist.

While writing this paper, we became aware of work by Creutz, Muzinich, and Tudron ${ }^{3}$ in which, among other things, they discuss a special case of the problem considered here. They show that there is no local orthogonal gauge condition through $\tilde{a}=0$. Our results show that the point $\tilde{a}=0$ is not exceptional and further avoids using the assumption of a "function" defining the hypothetical gauge-orthogonal surface. An earlier study of this same question (pointed out to us by Michael Creutz) was made by Treat. ${ }^{4}$ His work made use of certain elliptic operators which, as Gribov subsequently showed, fail to have globally defined inverses. We avoid using such assumptions and thus extend this earlier work.

## II. GEOMETRY OF CONFIGURATION SPACE

Let $G$ be a $g$-dimensional, compact, semisimple Lie group and let $\left\{\theta_{a}\right\}$, with $a=1,2, \ldots, g$, be the Hermitian generators of a representation of $G$ for which

$$
\begin{equation*}
\left[\theta_{a}, \theta_{b}\right]=i f^{a b c} \theta_{c} \tag{II.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{tr} \theta_{a} \theta_{b}=k \delta_{a b} \tag{II.2}
\end{equation*}
$$

for some constant $k$. The structure constants $f^{a b c}$ may be assumed completely antisymmetric.

A suitable configuration space $\mathscr{A}$ for our purposes would be a Hilbert or Banach space of vector potentials $\tilde{a}=a_{i}^{(a)}(\mathbf{x}) \theta_{a} d x^{i}$ obeying

$$
\begin{equation*}
\operatorname{tr} \int_{\mathbf{R}^{3}} d x^{3} \tilde{a}_{i} \tilde{a}_{i}=k \int_{\mathbf{R}^{3}} d x^{3} a_{i}^{(a)} a_{i}^{(a)}<\infty \tag{II.3}
\end{equation*}
$$

Some specific choices for $\mathscr{A}$ will be discussed below.
The main reason we want square integrable potentials is that we wish to define the Riemannian metric $(B)$, ) on $\mathscr{A}$ by setting, for any pair of tangent vectors $\tilde{t}$, and $\tilde{t}^{\prime}$ at $\tilde{a}$,

$$
\begin{equation*}
\mathcal{G}\left(\tilde{t}, \tilde{t^{\prime}}\right)=\operatorname{tr} \int_{\mathbf{R}^{3}} d x^{3} \tilde{t}_{i} \tilde{t}_{i}^{\prime} \equiv\left\langle\tilde{t}, \tilde{t}^{\prime}\right\rangle_{\tilde{d}} \tag{II.4}
\end{equation*}
$$

Here $\tilde{t}$ and $\tilde{t}^{\prime} \in T_{\tilde{a}} \mathscr{A} \approx \mathscr{A}$ so we require $\mathscr{A} \subset L_{2}$ for $\mathscr{G S}($,$) to$ be well defined.

The metric $\mathfrak{G}($,$) is the natural metric defined by the$ kinetic energy term in the Yang-Mills Lagrangian. It has the important property that every guage transformation is an isometry (or symmetry transformation) of it. To see this, we let $\tilde{a}(\lambda)$ be an arbitrary smooth curve of vector potentials and $\tilde{a}_{U}(\lambda)$ be the transformed curve under a fixed gauge transformation $U$ :

$$
\begin{equation*}
\tilde{a}_{U}(\lambda)=U \tilde{a}(\lambda) U^{-1}+i U\left(d U^{-1}\right) \tag{II.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(d U^{-1}\right)=\left(\partial_{i} U^{-1} d x^{i}\right) \tag{II.6}
\end{equation*}
$$

Differentiating with respect to $\lambda$, we get the transformation law for tangent vectors

$$
\begin{aligned}
\tilde{t}_{U} & =\left.\left(\frac{d}{d \lambda} \tilde{a}_{U}(\lambda)\right)\right|_{\lambda=0}=\left.U\left(\frac{d \tilde{a}(\lambda)}{d \lambda}\right)\right|_{\lambda=0} U^{-1} \\
& =U \tilde{t} U-1
\end{aligned}
$$

or

$$
\begin{equation*}
\tilde{t}_{U}=\tilde{U t} U^{-1} \tag{II.7}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\left\langle\tilde{t}_{U}, \tilde{t}_{U}^{\prime}\right\rangle_{\tilde{a}_{l:}} & =\operatorname{tr} \int_{\mathbf{R}^{3}} d^{3} x\left(\tilde{t}_{U}\right)_{i}\left(\tilde{t}_{U}^{\prime}\right)_{i} \\
& =\operatorname{tr} \int_{\mathbf{R}^{3}} d^{3} x\left(U \tilde{t_{i}} U^{-1} U \tilde{t}_{i}^{\prime} U{ }^{-1}\right) \\
& =\operatorname{tr} \int_{\mathbf{R}^{3}} d^{3} x \tilde{t_{i}} \tilde{t}_{i}^{\prime} \\
& =\left\langle\tilde{t}, \tilde{t}^{\prime}\right\rangle_{\tilde{a}} \tag{II.8}
\end{align*}
$$

Thus for arbitrary $\tilde{a}$ and arbitrary gauge transformation $U$ acting on $\mathscr{A}$ we have, for an $\tilde{t}$ and $\tilde{t}^{\prime} \in T_{\tilde{a}} \mathscr{A}$,

$$
\begin{equation*}
\left\langle\tilde{t}_{U}, \tilde{t}_{U}^{\prime}\right\rangle_{\tilde{a}_{U}}=\left\langle\tilde{t}, \tilde{t}^{\prime}\right\rangle_{\tilde{a}} \tag{II.9}
\end{equation*}
$$

which is the isometry property of $\mathscr{B}($,$) . Many other me-$ trics can be constructed which also have this symmetry but $\mathfrak{B}($,$) is singled out by the Yang-Mills Lagrangian.$

Suppose $\Sigma$ is a submanifold of $\mathscr{A}$ with the property that its tangent space $T_{\tilde{a}} \Sigma$ at any point $\tilde{a} \in \Sigma$ is orthogonal to the gauge group orbit $\mathscr{O}_{\tilde{a}}$ through $\tilde{a}$. We define such a submanifold to be gauge-orthogonal. Then we claim that, for any $U \in \mathscr{G}=$ the gauge group acting on $\mathscr{A}$, the set $\Sigma_{U}$ defined by

$$
\begin{array}{r}
\Sigma_{U}=\left\{\tilde{a}_{U} \in \mathscr{A} \mid \tilde{a}_{U}=U \tilde{a} U^{-1}+i U d U U^{-1}\right. \\
\text { for some } \tilde{a} \in \Sigma\} \tag{II.10}
\end{array}
$$

is also gauge-orthogonal. Here the orbit $\mathscr{C}_{\tilde{a}}$ is defined by

$$
\begin{array}{r}
\mathcal{O}_{\hat{a}}=\left\{\tilde{a}^{\prime} \in \mathscr{A} \mid \tilde{a}^{\prime}=U \tilde{a} U^{-1}+i U d U^{-1}\right.  \tag{II.11}\\
\text { for some } U \in \mathscr{G}\}
\end{array}
$$

and orthogonality means that for any $\tilde{t}_{\Sigma} \in T_{\tilde{\sigma}} \Sigma$ and any $\tilde{t}_{\omega} \in T_{\tilde{a}} \mathscr{O}_{\tilde{a}}$ we have

$$
\begin{equation*}
\mathcal{B}\left(\tilde{t_{\Sigma}}, \tilde{t_{\omega}}\right)=0 \tag{II.12}
\end{equation*}
$$

The tangent space to the orbit $T_{\hat{a}} \mathcal{O}_{\bar{a}}$ is given explicitly by the infinitesimal gauge transformations of $\tilde{a}$

$$
\begin{align*}
T_{\tilde{a}} \mathcal{O}_{\tilde{a}}=\left\{\tilde{t_{\omega}} \in T_{\tilde{a}} \mathscr{A} \mid \tilde{t_{\omega}}\right. & =d \tilde{\omega}+i[\tilde{\omega}, \tilde{a}] \\
& \text { for some } \tilde{\omega} \in \Omega \tag{II.13}
\end{align*}
$$

Here $\Omega$ is a space of Lie algebra valued functions
$\tilde{\omega}=\omega^{(a)}(\mathbf{x}) \theta_{a}$ with suitable asymptotic conditions (dis-
cussed below). The orthogonality condition is equivalent to

$$
\begin{align*}
0 & =\int_{\mathbf{R}^{3}} d^{3} x t_{i}^{(a)}\left(\omega_{i}^{(a)}-f^{a b c} \omega^{b} a_{i}^{(c)}\right) \\
& =\int_{\mathbf{R}^{3}} d^{3} x\left[\partial_{i}\left(t_{i}^{(a)} \omega^{(a)}\right)-\omega^{(a)}\left(\partial_{i} t_{i}^{(a)}-f^{a b c} t_{i}^{(b)} a_{i}^{(c)}\right)\right] \tag{II.14}
\end{align*}
$$

for arbitrary $\tilde{\omega} \in \Omega$. For the asymptotic conditions we shall use, the divergence term drops out, giving

$$
\begin{equation*}
\partial_{i} t_{i}^{(a)}-f^{a b c} t_{i}^{(b)} a_{i}^{(c)}=0 \tag{II.15}
\end{equation*}
$$

Thus $\tilde{t} \in T_{\tilde{a}} \mathscr{A}$ is orthogonal to $\mathscr{O}_{\tilde{a}}$ iff it has vanishing covariant divergence

$$
\begin{equation*}
\nabla_{\tilde{a}} \cdot \tilde{t} \equiv \delta \cdot \tilde{t}+i[\tilde{t} \cdot \tilde{a}]=0 \tag{II.16}
\end{equation*}
$$

(where $\delta \cdot \tilde{t} \equiv \partial_{i} \tilde{t}_{i}$ and $[\tilde{t}, \tilde{a}] \equiv\left[\tilde{t}_{i}, \tilde{a}_{i}\right]$ ).
We can demonstrate explicitly that $\Sigma_{U}$ is gauge-orthogonal, as claimed above. Let $\tilde{t}_{U}$ be a tangent vector to $\Sigma_{U}$ at some point $\tilde{a}_{U} \in \Sigma_{U}$ and let $\tilde{h}_{U}(\tilde{\omega})$ be an element of $T_{\tilde{a}_{U}} \mathscr{O}_{\tilde{a}_{U}}$. Then $\tilde{h}_{U}(\tilde{\omega})$ has the form

$$
\begin{equation*}
\tilde{h}_{U}(\tilde{\omega})=d \tilde{\omega}+i\left[\tilde{\omega}, \tilde{a}_{U}\right] \tag{II.17}
\end{equation*}
$$

for some $\tilde{\omega} \in \Omega$. We claim that

$$
\begin{equation*}
\left\langle\tilde{h}_{U}(\tilde{\omega}), \tilde{t}_{U}\right\rangle_{\hat{a}_{U^{\prime}}}=0 \tag{II.18}
\end{equation*}
$$

for any such $\tilde{h}_{U}(\tilde{\omega}), \tilde{t}_{U}$, and

$$
\begin{equation*}
\tilde{a}_{U}=U \tilde{a} U^{-1}+i U d U^{-1} \tag{II.19}
\end{equation*}
$$

This follows from noting that

$$
\begin{align*}
\tilde{h}_{U}(\tilde{\omega}) & =U\left\{d\left(U^{-1} \tilde{\omega} U\right)+i\left[\left(U^{-1} \tilde{\omega} U\right), \tilde{a}\right]\right\} U^{-1} \\
& =U\left(\tilde{h}\left(U^{-1} \tilde{\omega} U\right)\right) U^{-1} \tag{II.20}
\end{align*}
$$

i.e., that $\tilde{h}_{U}(\tilde{\omega})$ is the transform of an element $\tilde{h}\left(U_{-}^{-1} \tilde{\omega} U\right) \in T_{\tilde{a}} \mathscr{O}_{\tilde{a}}$. Furthermore, $\tilde{t}_{U}$ is the transform of some $\tilde{t} \in T_{\tilde{a}} \Sigma$. To see this, let $\tilde{a}_{U}(\lambda)$ be any curve in $\Sigma_{U}$ which
induces
$\tilde{t}_{U}=\left.\left(\frac{d}{d \lambda} \tilde{a}_{U}(\lambda)\right)\right|_{\lambda=0} \quad$ at $\quad \tilde{a}_{U}=\tilde{a}_{U}(0)$.
Then, by the definition of $\Sigma_{U}$, it follows that

$$
\begin{equation*}
\tilde{a}_{U}(\lambda)=U \tilde{a}(\lambda) U^{-1}+i U\left(d U^{-1}\right), \tag{II.22}
\end{equation*}
$$

where $\tilde{a}(\lambda)$ is a curve in $\Sigma$ with $\tilde{a}(0)=\tilde{a}$. Differentiating with respect to $\lambda$ gives

$$
\begin{equation*}
\tilde{t}_{U}=\tilde{U t} U^{-1} \tag{II.23}
\end{equation*}
$$

where $\tilde{t} \in T_{\tilde{a}} \Sigma$. Since $T_{\tilde{a}} \Sigma$ is orthogonal to $T_{\tilde{a}} \mathscr{O}_{\tilde{a}}$ for any $\tilde{a} \in \Sigma$ by assumption, we have

$$
\begin{equation*}
\left\langle\tilde{t} \tilde{h}\left(U^{-1} \tilde{\omega} U\right)\right\rangle_{\tilde{a}}=0 \tag{II.24}
\end{equation*}
$$

From the transformation properties of $\tilde{t}$ and $\tilde{h}$ derived above and the isometry property of $\mathscr{G}($,$) under gauge transfor-$ mations it follows that

$$
\begin{equation*}
\left\langle\tilde{t}_{U}, \tilde{h}_{U}(\tilde{\omega})\right\rangle_{\tilde{a}_{t}}=\left\langle\tilde{t}, \tilde{h}\left(U^{-1} \tilde{\omega} U\right)\right\rangle_{\tilde{a}}=0 \tag{II.25}
\end{equation*}
$$

proving the claim made in Eq. (II.18). Intuitively $\Sigma_{U}$ is geometrically equivalent to $\Sigma$ since it is just the image of $\Sigma$ under an isometry transformation of $\mathfrak{G S}($,$) .$

So far we have assumed nothing about the dimensionality of $\Sigma$. It is easy to show that at least one-dimensional examples of gauge-orthogonal submanifolds exist. One can simply take integral curves of any of the invariant vector fields which we consider below. However, we are interested here only in the possible existence of maximal gauge-orthogonal submanifolds, i.e., submanifolds $\Sigma$ whose tangent space $T_{\tilde{\sigma}} \Sigma$ at any point coincides with the subspace of $T_{\tilde{a}} \mathscr{A}$, which is orthogonal to the orbit through $\tilde{a}$. Recalling Eq. (II.16), we see that such a submanifold would have

$$
T_{\tilde{a}} \Sigma=\left\{\tilde{t} \in T_{\tilde{a}} \mathscr{A} \mid \nabla_{\tilde{a}} \cdot \tilde{t}=0\right\}
$$

at each $\tilde{a} \in \Sigma$. Our main result will be to show that such submanifolds do not exist.

Suppose that a maximal gauge-orthogonal submanifold did exist (we shall henceforth let $\Sigma$ represent such a hypothetical submanifold). Then $\Sigma$ would define, at least locally, a choice of gauge on $\mathscr{A}$. That is, for any $\tilde{a} \in \Sigma$ there would be a neighborhood $\mathscr{N}(\tilde{a})$ (in $\mathscr{A}$ ) of $\tilde{a}$ in which each potential is gauge equivalent to a unique potential in $\mathscr{N}(\tilde{a}) \cap \Sigma$. In geometrical terms $\Sigma$ would be a "slice" for the group action of $\mathscr{G}$ on $\mathscr{A}$ or, if we view $\mathscr{A}$ as a principal fiber bundle over the orbit space $\mathscr{A} / \mathscr{G}$, then $\Sigma$ would be a local cross section of $\mathscr{A}$. (We remark that the asymptotic conditions discussed below ensure that $\mathscr{G}$ acts freely on $\mathscr{A}$ and thus that $\mathscr{A} / \mathscr{G}$ would in fact be a manifold.)

Let $\mathscr{N}(\tilde{a})$ be as above and $\tilde{a}^{\prime}$ be any element of $\mathscr{N}(a)$. Then $\tilde{a}^{\prime}$ is gauge equivalent to some unique $\tilde{a} \in \Sigma$ so we can write

$$
\begin{equation*}
\tilde{a}^{\prime}=\tilde{a}_{U}=U \tilde{a} U^{-1}+i U\left(d U^{-1}\right) \tag{II.26}
\end{equation*}
$$

for some $U \in \mathscr{G}$. Now define $\Sigma_{U}$ as before and conclude that there is a uniquely determined gauge-orthogonal slice through each point of $\mathscr{N}(\tilde{a})$. Thus the existence of a guageorthogonal slice through $\tilde{a}$ would imply the existence of a geometrically equivalent slice through each point in some neighborhood of $\tilde{a}$.

The main idea of our nonexistence argument is now
easy to outline. We shall construct a set of vector fields over $\mathscr{A}$, which are everywhere orthogonal to the orbits of $\mathscr{G}$. On any neighborhood $\mathscr{N}(\tilde{a})$ with the property discussed above each of these vector fields would be tangent to the gaugeorthogonal slices defined through the points of $\mathscr{N}(\tilde{a})$. If follows that the Lie bracket of any pair of such vector fields would have to be tangent to the (hypothetical) slice defined through any point of $\mathscr{N}(\tilde{a})$ and thus orthogonal to the orbit of $\mathscr{G}$ through that point. We shall, however, construct a set of vector fields which are everywhere gauge-orthogonal but whose Lie brackets are not all gauge-orthogonal on any open set of $\mathscr{A}$. This will show that no slices orthogonal to $\mathscr{G}$ exist anywhere in $\mathscr{A}$.

The basic property of Lie brackets alluded to above is discussed in the context of Banach manifolds by Lang. ${ }^{5}$ The existence of a neighborhood $\mathscr{N}(\tilde{a})$ foliated by gauge-orthogonal slices $\Sigma_{U}$ would define, in the sense of Lang, a subbundle of the tangent bundle of $\mathscr{N}(\tilde{a})$. Any pair of vector fields lying in that subbundle (i.e., tangent to the slice $\Sigma_{U}$ through any given point) would have a Lie bracket lying in that subbundle (and thus tangent to the slice $\Sigma_{U}$ through the given point). Since our hypothetical slices are orthogonal to $\mathscr{G}$, the Lie brackets of vector fields tangent to these slices would have to be orthogonal to $\mathscr{G}$. We shall see in the next section that this is impossible.

For our purposes the most convenient representation of a vector field $\widetilde{X}$ on $\mathscr{A}$ is that of a linear, first-order functional differential operator acting on the space of real-valued functions $\mathscr{F}$ on $\mathscr{A}$

$$
\mathscr{F} \rightarrow \widetilde{X} \mathscr{F}
$$

Thus $\widetilde{X}$ can be written in component form as

$$
\begin{equation*}
\widetilde{X}=\int_{\mathrm{R}^{\prime}} d^{3} x\left[X_{i}^{(\alpha)}(\tilde{a}, \mathbf{x}) \frac{\delta}{\delta a_{i}^{(a)}(\mathbf{x})}\right] \tag{II.27}
\end{equation*}
$$

The Lie bracket [, ] of any pair of such vector fields $\widetilde{X}, \bar{Y}$ is then simply the commutator of the two differential operators. (See Lang ${ }^{5}$ for a coordinate free discussion of differential geometry on Banach manifolds.)

Given a smooth function $\mathscr{F}$, we can define the gradient (or differential) $d \mathscr{F}$ to have the "components" $\delta \mathscr{F} / \delta a_{i}^{(a)}(\mathbf{x})$. Using (B) , ), which in this formal notation has the components $\delta_{a b} \delta^{i j} \delta\left(\mathbf{x}, \mathbf{x}^{\prime}\right)$, we have the associated vector field

$$
\begin{equation*}
\tilde{X}_{d, \mathscr{F}}=\int_{\mathbb{R}^{3}} d^{3} x\left[\frac{\delta \mathscr{F}}{\delta a_{i}^{(\alpha)}(\mathbf{x})} \frac{\delta}{\delta a_{i}^{(a)}(\mathbf{x})}\right] \tag{II.28}
\end{equation*}
$$

$\widetilde{X}_{d, \gamma}$ will be everywhere orthogonal to the orbits of $\mathscr{G}$ iff $\delta \mathscr{F} / \delta a_{i}^{(a)}$ obeys suitable differential and asymptotic conditions (so that it defines an element of $T_{\tilde{a}} \mathscr{A}$ at each $\tilde{a}$ ), and it obeys the orthogonality condition

$$
\begin{equation*}
\partial_{i}\left(\frac{\delta \mathscr{F}}{\delta a_{i}^{(a)}}\right)-f^{a b c} \frac{\delta \mathscr{F}}{\delta a_{i}^{(b)}} a_{i}^{(c)}=0 . \tag{II.29}
\end{equation*}
$$

Contracting this equation with an arbitrary $\tilde{\omega} \in \Omega$ and integrating over $\mathbb{R}^{3}$, we get

$$
\begin{align*}
0= & \int_{\mathbf{R}^{3}} d^{3} x\left[\partial_{i}\left(\omega^{(a)} \frac{\delta \mathscr{F}}{\delta a_{i}^{(a)}}\right)\right. \\
& \left.-\left(\omega_{, i}^{(a)}-f^{a b c} \omega^{(b)} a_{i}^{(c)}\right) \frac{\delta \mathscr{F}}{\delta a_{i}^{(a)}}\right] \tag{II.30}
\end{align*}
$$

With appropriate asymptotic conditions (see below) the divergence term drops out so that the transversality condition reduces to the condition that $\mathscr{F}$ be invariant under arbitrary infinitesimal gauge transformations (induced by elements $\tilde{\omega} \in \Omega$ ). Conversely, the gradient of an invariant function gives rise to a vector field which obeys Eq. (II.29).

It is straightforward to construct a large class of gauge invariant function on $\mathscr{A}$, to derive their associated gradient vector fields, and to compute the Lie brackets of pairs of such vector fields. We shall do this in the next section for functions of the type

$$
\begin{equation*}
\mathscr{F}_{s}=\operatorname{tr} \int_{\mathbf{R}^{i}} d^{3} x s_{i j}(\mathbf{x}) \mathscr{B}^{i} \mathscr{B}^{j}, \tag{II.31}
\end{equation*}
$$

where $s_{i j}(\mathbf{x})$ is any smooth symmetric tensor field over $\mathbb{R}^{3}$ with suitable asymptotic behavior (it suffices to consider functions of compact support) and where $\widetilde{\mathscr{B}}$ is the magnetic field of $\tilde{a}$

$$
\begin{align*}
& \mathscr{B}^{i}=\frac{1}{2} \epsilon^{i j k} \widetilde{F}_{j k},  \tag{II.32}\\
& \widetilde{F}_{j k}=\partial_{j} \tilde{a}_{k}-\partial_{k} \tilde{a}_{j}-i\left[\tilde{a}_{j}, \tilde{a}_{k}\right] . \tag{II.33}
\end{align*}
$$

Since $s_{i j}(\mathbf{x})$ is independent of $\tilde{a}$ by assumption, it is straightforward to show that $\mathscr{F}_{s}$ is gauge invariant.

In the computations to follow it will be convenient to have the following lemma on gauge transformations. We claim that for any $\tilde{a} \in \mathscr{A}$ and any $\mathbf{x}_{0} \in \mathbb{R}^{3}$ there is always a gauge transformation $U$ such that

$$
\tilde{a}_{U}\left(\mathbf{x}_{0}\right)=0
$$

i.e., one can always transform the gauge potential to zero at a fixed point in space. In fact this can be accomplished with a $U$ of the form $U=\exp \left(i \omega^{(a)} \theta_{a}\right)$, where $\left(\omega^{a}\right)\left(\mathbf{x}_{0}\right)=0$. To see this, we write out $\tilde{a}_{U}\left(\mathbf{x}_{0}\right)$ explicitly [putting $U\left(\mathbf{x}_{0}\right)=1$ ]:

$$
\begin{align*}
\tilde{a}_{U}\left(\mathbf{x}_{0}\right) & =U \tilde{a} U^{-1}\left(\mathbf{x}_{0}\right)+i U\left(d U^{-1}\right)\left(\mathbf{x}_{0}\right) \\
& =\tilde{a}\left(\mathbf{x}_{0}\right)+d \tilde{\omega}\left(\mathbf{x}_{0}\right) \\
& =\left[a_{i}^{(a)}\left(\mathbf{x}_{0}\right)+\partial_{t} \omega^{(a)}\left(\mathbf{x}_{0}\right)\right] \theta_{a} d x^{i} \tag{II.34}
\end{align*}
$$

and note that one can always choose $\tilde{\omega}$ such that $\partial \omega^{(a)}\left(\mathbf{x}_{0}\right)$ $=-a_{i}^{(a)}\left(\mathbf{x}_{0}\right)$.

In a recent paper ${ }^{6}$ one of us applied Cantor's ${ }^{7,8}$ weighted Sobolev spaces of functions to the study of Gribov degeneracies. Such spaces have a number of convenient analytical properties and were used previously by Cantor ${ }^{7,8}$ and by Fischer, Marsden, and Choquet-Bruhat ${ }^{9}$ to solve several outstanding problems in general relativity. We shall adopt them here for our function spaces $\mathscr{A}$ and $\Omega$.

Following Cantor we define the Banach space of functions from $\mathbb{R}^{m}$ to $\mathbb{R}^{n}$ ( $m=3$ in our case) with the norm

$$
\begin{equation*}
\|f\|_{p, s, \delta}=\sum_{0<\alpha \varangle s}\left\|\sigma^{\alpha+\delta} \quad D^{\alpha} f\right\|_{L_{p}} \tag{II.35}
\end{equation*}
$$

where $1<p<\infty, \delta \in \mathbb{R}, s$ is a nonnegative integer, and $\sigma(\mathbf{x})=\left(1+|\mathbf{x}|^{2}\right)^{1 / 2}$ and $\left\|\|_{L p}\right.$ is the usual $L_{p}$ norm on $\mathbb{R}^{3}$ :

$$
\begin{equation*}
\|f\|_{L_{p}}=\left(\int_{\mathbf{R}^{3}} d^{3} x|f|^{p}\right)^{1 / p} \tag{II.36}
\end{equation*}
$$

Following Cantor, we shall designate these spaces as $\mathscr{M}_{s, \delta}^{p}\left(\mathbb{R}^{3}, \mathbb{R}^{n}\right)$ or simply as $\mathscr{M}_{s, \delta}^{p}$. With a suitable choice of $n$, one can make $\mathscr{M}_{\mathrm{s}, \delta}^{p}$ spaces of vector potentials $\mathscr{A}$ or Lie-
algebra-valued functions $\Omega$. The choice of $p, s, \delta$ assures certain differentiability and asymptotic properties. In particular the space $\mathscr{M}_{s, \delta}^{p}$ includes functions which behave asymptotically as

$$
\begin{align*}
& f \sim \frac{1}{|\mathbf{x}|^{\delta+\epsilon+(3 / p)}}, \quad D f \sim \frac{1}{|\mathbf{x}|^{\delta+1+\epsilon+(3 / p)}} \\
& \cdots, D^{s} f \sim \frac{1}{|\mathbf{x}|^{\delta+s+\epsilon+(3 / p)}} \tag{II.37}
\end{align*}
$$

where $\epsilon$ is an arbitrary number greater than zero and $D^{\alpha}$ designates the partial derivatives of order $\alpha$.

The choices found most convenient in Ref. 6 were

$$
\begin{equation*}
\Omega=\mathscr{M}_{s, \delta}^{p}, \quad \mathscr{A}=\mathscr{M}_{s-1, \delta+1}^{p}, \tag{II.38}
\end{equation*}
$$

where

$$
\begin{aligned}
& p>3, \quad \delta+3 / p \geqslant \frac{1}{2} \\
& s \geqslant 3, \quad 0 \leqslant \delta<1-3 / p
\end{aligned}
$$

These ensured the invertibility of certain elliptic operators such as the Laplacian and guaranteed the square integrability of the potentials. They also ensure that the integrals

$$
\int_{\mathbb{R}^{\prime}} d^{3} x\left[\partial_{i}\left(\omega^{(a)} t_{i}^{(a)}\right)\right]
$$

vanish identically for $\tilde{\omega} \in \Omega=\mathscr{M}_{s, \delta}^{p}$ and $\tilde{t} \in T_{\tilde{a}} \mathscr{A} \approx \mathscr{M}_{s-1, \delta+1}^{p}$ since $\left(\omega^{(a)} t_{i}^{(a)}\right) \sim 1 /|\mathbf{x}|^{2+\epsilon^{\prime}}$ for some $\epsilon^{\prime}>0$. Though we do not require the inverse Laplacian in the present context, we shall retain [Eq. (II.38)] for convenience.

There is a technical difficulty associated with regarding the gradients of the invariant functions $\mathscr{F}_{\mathrm{s}}$ and their Lie brackets as vector fields over $\mathscr{A}$. The variational derivatives $\delta \mathscr{F}{ }_{S} / \delta \tilde{a}$ involve the second spatial derivatives of $\tilde{a}$ and so, for a generic $\tilde{a} \in \mathscr{A}$, are less differentiable than necessary to lie in $T_{\tilde{a}} \mathscr{A} \approx \mathscr{M}_{s-1, \delta+1}^{P}$. However, we can restrict the definition of these gradients to the dense subspaces $(k=0,1,2, \cdots)$

$$
\begin{equation*}
\mathscr{D}_{k}=\mathscr{M}_{s+k, \delta+1}^{P} \subset \mathscr{M}_{s-1, \delta+1}^{p} \tag{II.39}
\end{equation*}
$$

On $\mathscr{D}_{1}$ the gradient fields $\widetilde{X}_{d \mathscr{F}}$ are densely defined vector fields, i.e., $\widetilde{X}_{d \mathscr{F}}(\tilde{a}) \in T_{\tilde{a}} \mathscr{A}$ for all $\tilde{a} \in \mathscr{D}_{1}$. Similarly the Lie brackets

$$
\left[\widetilde{X}_{d \mathscr{F}}, \widetilde{X}_{d \mathscr{F}}\right]
$$

are defined on the dense domain $\mathscr{D}_{3} \subset \mathscr{A}$.
This necessity of restricting the domain of definition of "vector fields" to subspaces of the original configuration (or phase) space is a common problem in the Hamiltonian dynamics of infinite dimensional systems. It is discussed extensively by Chernoff and Marsden in Ref. 10. It arises there for the same reason that it occurs here; one "loses" derivatives in taking the gradient (or symplectic gradient) of some relevant function (e.g., the Hamiltonian).

A natural way of circumventing this complication (proposed to us by J. Marsden ${ }^{11}$ ) is to require that our hypothetical submanifolds $\Sigma$ restrict to submanifolds of $\mathscr{D}_{1}$ and $\mathscr{D}_{3}$ as well, i.e., that $\Sigma \cap \mathscr{D}_{1}$ and $\Sigma \cap \mathscr{D}_{3}$ are submanifolds of $\mathscr{D}_{1}$ and $\mathscr{D}_{3}$, respectively. In this case one can show that the Lie brackets of the gradient vector fields we construct would have to be tangent to $\Sigma$ at every point of $\Sigma \cap_{\mathscr{D}_{3}}$, the dense domain on which these brackets are defined. By showing this
to be impossible we rule out the existence of such gaugeorthogonal slices.

The asymptotic behavior of the potentials required in Eq. (II.38) allows potentials which decay as $\tilde{a} \sim 1 /|\mathbf{x}|^{3 / 2+\epsilon}$. This is a minimal requirement for the potentials to be square integrable. If we want $\mathscr{A}$ to be a vector space (rather than say an affine space obtained by "shifting" $\mathscr{M}_{s-1, \delta+1}^{p}$ by some fixed potential $\tilde{a}^{*}$ with different asymptotic behavior) on which the metric $\mathfrak{G}($,$) is well defined, we need this square$ integrability. Note, however, that this requirement excludes configurations with nonvanishing magnetic charge for which $\tilde{a} \sim 1 /|\mathbf{x}|$ behavior would be needed. The reason such monopoles are not excluded a priori in Yang-Mills theory (by, say, the requirement of finite energy) is that the metric (5) enters the Yang-Mills Hamiltonian only through the contraction of the electric fields. This contraction reduces to an inner product of velocities $\partial \tilde{a} / \partial t$ (i.e., tangent vectors in $\mathscr{A}$ ) only in a gauge with $\tilde{a}_{0}=0$. This $\mathfrak{G}($,$) is not, strictly$ speaking, a natural metric to define on $\mathscr{A}$ unless one demands that $\tilde{a}_{0}=0$ always be an allowed gauge condition.

## III. THE NONEXISTENCE THEOREM

In this section we shall use the family of gauge invariant functionals
$\mathscr{F}_{s}[\tilde{a}]=\sum_{a, i, j} \int_{\mathbf{R}^{3}} d^{3} x s_{i j}(\mathbf{x}) \mathscr{B}_{i}^{(a)}(\mathbf{x}) \mathscr{B}_{j}^{(a)}(\mathbf{x})$,
where

$$
\begin{equation*}
\mathscr{B}_{i}^{(a)} \equiv \frac{1}{2} \epsilon^{i k l}\left(\partial_{k} a_{l}^{(a)}-\partial_{l} a_{k}^{(a)}+f^{a b c} a_{k}^{(b)} a_{l}^{(c)}\right) \tag{III.2}
\end{equation*}
$$

is the magnetic field and $s_{i j}(\mathbf{x})$ is an arbitrary smooth symmetric tensor field with compact support on $\mathbb{R}^{3}$. The vector field

$$
\begin{equation*}
\widetilde{X}_{d, \mathcal{F}} \equiv \widetilde{X}_{s} \tag{III.3}
\end{equation*}
$$

associated with each such functional is defined as in Eq. (II.28). We shall compute the Lie brackets

$$
\begin{equation*}
\left[\widetilde{X}_{s}, \widetilde{X}_{s^{\prime}}\right] \equiv \widetilde{X}_{s s^{\prime}} \tag{III.4}
\end{equation*}
$$

of pairs of such vector fields and show that they cannot be orthogonal to the orbits of $\mathscr{G}$ for all possible $s_{i j}(\mathbf{x})$ and $s_{i j}^{\prime}(\mathbf{x})$ on any open set in functional space. This will show that no $\mathscr{G}$-orthogonal slices exist.

The Lie bracket of $\widetilde{X}_{s}$ and $\widetilde{X}_{s^{\prime}}$ is given by

$$
\begin{align*}
{\left[\widetilde{X}_{s}, \widetilde{X}_{s}\right]=} & \int_{\mathbf{R}^{3}} d^{3} y \int_{\mathbb{R}^{3}} d^{3} x\left[\frac{\delta \mathscr{F}_{s}}{\delta a_{i}^{(a)}(\mathbf{x})} \frac{\delta^{2} \mathscr{F}_{s}}{\delta a_{i}^{(a)}(\mathbf{x}) \delta a_{j}^{(b)}(\mathbf{y})}\right. \\
& \left.-\frac{\delta \mathscr{F}_{s}^{s}}{\delta a_{i}^{(o)}(\mathbf{x})} \frac{\delta^{2} \mathscr{F} s}{\delta a_{i}^{(a)}(\mathbf{x}) \delta a_{j}^{(b)}(\mathbf{y})}\right] \frac{\delta}{\delta a_{j}^{(b)}(\mathbf{y})} \\
= & \int_{\mathbf{R}^{3}} d^{3} y\left(X_{s^{s}}\right)_{j}^{(b)}(\mathbf{y}) \frac{\delta}{\delta a_{j}^{(b)}(\mathbf{y})} . \tag{III.5}
\end{align*}
$$

Now we wish to test whether
$0=\partial_{j}\left(X_{s s^{\prime}}\right)_{j}^{(a)}(\mathbf{x})+f^{a b c} a_{j}^{(b)}(\mathbf{x})\left(X_{s s^{\prime}}\right)_{j}^{(c)}$.
We know, from the gauge invariance of $\mathscr{F}_{s}$ and $\mathscr{F}_{s^{\prime}}$, that
$\partial_{j}\left(\frac{\delta \mathscr{F}_{s}}{\delta a_{j}^{(a)}(\mathbf{x})}\right)+f^{a b c} a_{j}^{(b)}(\mathbf{x}) \frac{\delta \mathscr{F}_{s}}{\delta a_{j}^{(c)}(\mathbf{x})}=0$
and similarly for $\mathscr{F}_{s^{\prime}}$. Thus we have

$$
\begin{align*}
& {\left[\partial_{j} \delta^{a c}+f^{a b c} a_{j}^{(b)}\right]\left(\widetilde{X}_{s s^{\prime}}\right)_{j}^{(c)}(\mathbf{x})} \\
& =\int_{\mathbb{R}^{3}} d^{3} y \frac{\delta \mathscr{F}_{s}}{\delta a_{i}^{(a)}(\mathbf{y})}\left[\left(\partial_{j} \delta^{a c}+f^{a b c} a_{j}^{(b)}\right) \frac{\delta \mathscr{F}_{s^{\prime}}}{\delta a_{j}^{(c)}(\mathbf{x})}\right] \\
& \quad-f^{a b c} \frac{\delta \mathscr{F}_{s}}{\delta a_{j}^{(b)}(\mathbf{x})} \frac{\delta \mathscr{F}_{s^{\prime}}}{\delta a_{j}^{(c)}(\mathbf{x})}-\left(\mathscr{F}_{s} \leftrightarrow \mathscr{F}_{s^{\prime}}\right) \\
& =-2 f^{a b c} \frac{\delta \mathscr{F}_{s}}{\delta a_{j}^{(b)}(\mathbf{x})} \frac{\delta \mathscr{F}_{s^{\prime}}}{\delta a_{j}^{(c)}(\mathbf{x})} . \tag{III.8}
\end{align*}
$$

So, in order for a $\mathscr{G}$-orthogonal slice to exist through $\tilde{a}_{0}$, we must have
$Q^{(a)}(\tilde{a}, \mathbf{x}) \equiv f^{a b c} \frac{\delta \mathscr{F}_{s}}{\delta a_{j}^{(b)}(\mathbf{x})} \frac{\delta \mathscr{F}_{s^{\prime}}}{\delta a_{j}^{(c)}(\mathbf{x})}=0$
for all $\tilde{a}$ in some neighborhood of $\tilde{a}_{0}$ and for all choices of $\mathscr{F}_{s}$ and $\mathscr{F}_{s^{\prime}}$. Note that we shall encounter no trouble in the Abelian case for which $f^{a b c}=0$. This accords with our knowledge that the surfaces defined by $\nabla \cdot \tilde{a}=f(\mathbf{x})$ are $\mathscr{G}$ orthogonal slices in that case.

Returning to the non-Abelian case, we evaluate
$\frac{\delta \mathscr{F}_{s}}{\delta a_{j}^{(b)}(\mathbf{x})}=2 \int_{\mathbf{R}^{d}} d^{3} y\left[s_{i k}(\mathbf{y}) \mathscr{B}_{i}^{(a)}(\mathbf{y}) \frac{\delta \mathscr{B}_{k}^{(a)} \mathbf{y}}{\delta a_{j}^{(b)}(\mathbf{x})}\right]$
and find, with the definition [Eq. (III.2)] of $\widetilde{\mathscr{B}}$, that
$\frac{\delta \mathscr{F}_{s}}{\delta a_{j}^{(b)}(\mathbf{x})}=+\epsilon^{j m k}\left[\partial_{m} C_{k}^{(b)}+f^{b d e} a_{m}^{(d)} C_{k}^{(e)}\right]$,
where
$C_{k}^{(b)}(\mathbf{x}) \equiv s_{k i}(\mathbf{x}) \mathscr{B}_{i}^{(b)}(\mathbf{x})$.
In order to simplify the succeeding steps, let us imagine that we are seeking to verify the equation

$$
\begin{equation*}
Q^{(a)}(\tilde{a}, \mathbf{x})=0 \tag{III.13}
\end{equation*}
$$

at some point $\mathbf{x}$ for a particular choice of $\tilde{a}$. Since this equation must hold for all possible choices of $\tilde{s}$ and $\tilde{s}^{\prime}$, we can choose them both to vanish at $\mathbf{x}$ and regard their derivatives $\partial_{m} s_{i j}(\mathbf{x})$ and $\partial_{m} s_{i j}^{\prime}(\mathbf{x})$ as arbitrary parameters (symmetric in $i$ and $j$ ). Then $Q^{(a)}(\tilde{a}, \mathbf{x})=0$ implies
$f^{a b c} \epsilon^{j m k} \epsilon^{j n l}\left(\partial_{m} s_{k i}\right)\left(\partial_{m} s_{l p}^{\prime}\right) \mathscr{B}_{i}^{(b)}(\mathbf{x}) \mathscr{B}_{p}^{(c)}(\mathbf{x})=0$.
(III.14)

Symmetrizing in the index pairs ( $k i$ ) and ( $l p$ ), we derive the requirement

$$
\begin{align*}
0= & f^{a b c}\left(\epsilon^{j m k} \epsilon^{j n l} \mathscr{B}_{i}^{(b)} \mathscr{B}_{p}^{(c)}+\epsilon^{j m k} \epsilon^{j n p} \mathscr{B}_{i}^{(b)} \mathscr{B}_{l}^{(c)}\right. \\
& \left.+\epsilon^{j m i} \epsilon^{j n t} \mathscr{B}_{k}^{(b)} \mathscr{B}_{p}^{(c)}+\epsilon^{j m i} \epsilon^{j n p} \mathscr{B}_{k}^{(b)} \mathscr{B}_{l}^{(c)}\right), \\
= & f^{a b c}\left[\left(\delta^{m n} \delta^{k l}-\delta^{m l} \delta^{k n}\right) \mathscr{B}_{i}^{(b)} \mathscr{B}_{p}^{(c)}\right. \\
& +\left(\delta^{m n} \delta^{k p}-\delta^{m p} \delta^{k n}\right) \mathscr{B}_{i}^{(b)} \mathscr{B}_{c}^{(c)} \\
& +\left(\delta^{m n} \delta^{i l}-\delta^{m l} \delta^{i n}\right) \mathscr{B}_{k}^{(b)} \mathscr{B}_{p}^{(c)} \\
& \left.+\left(\delta^{m n} \delta^{i p}-\delta^{m p} \delta^{i n}\right) \mathscr{B}_{k}^{(b)} \mathscr{B}_{l}^{(c)}\right] . \tag{III.15}
\end{align*}
$$

Now let us choose, for example, $m=n=1, k=l=2$. we have

$$
\begin{align*}
0= & f^{a b c}\left[\mathscr{B}_{i}^{(b)} \mathscr{B}_{p}^{(c)}+\delta^{2 p} \mathscr{B}_{i}^{(b)} \mathscr{B}_{2}^{(c)}+\delta^{i 2} \mathscr{B}_{2}^{(b)} \mathscr{B}_{p}^{(c)}\right. \\
& \left.+\left(\delta^{i p}-\delta^{1 p} \delta^{1 i}\right) \mathscr{B}_{2}^{(b)} \mathscr{B}_{2}^{(c)}\right] . \tag{III.16}
\end{align*}
$$

The last term vanishes by the antisymmetry of $f^{a b c}$. Since $i$ and $p$ are still at our disposal, we deduce

$$
\begin{equation*}
0=f^{a b c} \mathscr{B}_{i}^{(b)} \mathscr{B}_{p}^{(c)}, \quad i, p=1,2,3 . \tag{III.17}
\end{equation*}
$$

So it remains to show that this condition cannot be satisfied everywhere throughout any neighborhood of the given point $\tilde{a}$. To do this, we shall show that if the condition holds at $\tilde{a}_{0}$, one can always find arbitrarily small perturbations of $\tilde{a}_{0}$ which violate the condition.

For this purpose we need the following
Lemma: It is always possible, by an appropriate perturbation $\delta a_{i}^{(a)}(\mathbf{x})$ of $a_{i}^{(\alpha)}(\mathbf{x})$, to induce an arbitrary perturbation $\delta \mathscr{B}_{i}^{(a)}\left(\mathbf{x}_{0}\right)$ in $\mathscr{B}_{i}^{(a)}\left(\mathbf{x}_{0}\right)$ at some fixed point $\mathbf{x}_{0}$.

Proof: If we perform a gauge transformation with some fixed $U(\mathbf{x})$, then

$$
\begin{equation*}
\mathscr{B}_{i}^{\prime}(\mathbf{x})=U(\mathbf{x}) \mathscr{B}_{i}(\mathbf{x}) U^{-1}(\mathbf{x}) \tag{III.18}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\delta \mathscr{B}_{i}^{\prime}(\mathbf{x})=U(\mathbf{x}) \delta \mathscr{B}_{i}(\mathbf{x}) U^{-1}(\mathbf{x}) . \tag{III.19}
\end{equation*}
$$

By the lemma at the end of Sec. II we can always choose $U$ so that $a_{i}^{(a)}\left(\mathbf{x}_{0}\right)=0$. In this gauge let us choose, near $\mathbf{x}=\mathbf{x}_{0}$

$$
\begin{equation*}
\delta a_{i}^{(a)}(\mathrm{x})=C_{i j}^{a}\left(x^{j}-x_{0}^{j}\right) \tag{III.20}
\end{equation*}
$$

with $C_{i j}^{a}=-C_{i j}^{a}$. Then

$$
\begin{align*}
\delta \mathscr{B}_{k}^{(a)}\left(\mathbf{x}_{0}\right) & =\frac{1}{2} \epsilon_{k i j}\left(\partial_{i} \delta a_{j}^{\prime(a)}-\partial_{j} \delta a_{i}^{(a)}\right)\left(\mathbf{x}_{0}\right) \\
& =-\epsilon_{k i j} C_{i j}^{a} . \tag{III.21}
\end{align*}
$$

Defining

$$
\begin{equation*}
C_{i j} \equiv C_{i j}^{a} \theta_{a}, \tag{III.22}
\end{equation*}
$$

we have

$$
\begin{aligned}
C_{i j} & =-\frac{1}{2} \epsilon_{i j k} \delta \mathscr{B}_{k}^{\prime}\left(\mathbf{x}_{0}\right) \\
& =-\frac{1}{2} \epsilon_{i j k} U\left(\mathbf{x}_{0}\right) \delta \mathscr{B}_{k}\left(\mathbf{x}_{0}\right) U^{-1}\left(\mathbf{x}_{0}\right) .
\end{aligned}
$$

Since the constants $C_{i j}$ can be chosen arbitrarily any desired value for $\delta \mathscr{B}_{k}\left(\mathbf{x}_{0}\right)$ can thus be achieved.

Now suppose that Eq. (III.13) is satisfied at some point $\tilde{a}_{0}$. We shall show that it cannot be satisfied throughout any neighborhood of $\tilde{a}_{0}$ by appropriately selecting $\delta \widetilde{\mathscr{B}}$.

There are two cases to be distinguished.
Case I: $f^{a b c} \mathscr{B}_{p}^{(c)}(\mathbf{x})$ is not identically zero for all $p$ and all $\mathbf{x}$. Suppose in particular that $f^{a b c} \mathscr{B}_{p_{0}}^{(c)}\left(\mathbf{x}_{0}\right) \neq 0$. Then we have

$$
\begin{equation*}
0=f^{a b c} \mathscr{B}_{i}^{(b)}\left(\mathbf{x}_{0}\right) \mathscr{B P}_{\rho_{0}}^{(c)}\left(\mathbf{x}_{0}\right) \tag{III.23}
\end{equation*}
$$

and we let $\mathscr{B}_{j}^{(a)}\left(\mathbf{x}_{0}\right) \rightarrow \mathscr{B}_{j}^{(a)}\left(\mathbf{x}_{0}\right)+\delta \mathscr{B}_{j}^{(a)}\left(\mathbf{x}_{0}\right)$ where, by the lemma above, we can regard $\delta \mathscr{P}_{j}^{(a)}\left(\mathbf{x}_{0}\right)$ as arbitrary. If condition (III.13) is to be satisfied every where in a neighborhood of $\tilde{a}_{0}$, then we must have

$$
\begin{equation*}
0=f^{a b c}\left[\delta \mathscr{B}_{i}^{(b)}\left(\mathbf{x}_{0}\right) \mathscr{B}_{p_{i}}^{(c)}\left(\mathbf{x}_{0}\right)+\mathscr{B}_{i}^{(b)}\left(\mathbf{x}_{0}\right) \delta \mathscr{B}_{p_{0}}^{(c)}\left(\mathbf{x}_{0}\right)\right] . \tag{III.24}
\end{equation*}
$$

Let us choose $\delta \mathscr{B}_{p_{0}}^{(c)}\left(\mathbf{x}_{0}\right)=0$. Then $\delta \mathscr{B}{ }_{1}^{(\mathrm{b})}\left(\mathbf{x}_{0}\right)$ is still arbitrary for $i \neq p_{0}$. Then the only way Eq. (III.24) can hold is to have

$$
\begin{equation*}
0=f^{a b c} \mathscr{B}_{\rho_{0}}^{(c)}\left(\mathbf{x}_{0}\right), \tag{III.25}
\end{equation*}
$$

which contradicts our assumption.
Case II: $f^{a b c} \mathscr{\mathscr { T }}_{p}^{(c)}(\mathbf{x}) \equiv 0$. In this case the first order
variations of Eq. (III.17) vanish so we must consider the second order variations which are

$$
f^{a b c} \delta \mathscr{B}_{i}^{(b)}\left(\mathbf{x}_{0}\right) \delta \mathscr{B}_{p}^{(c)}\left(\mathbf{x}_{0}\right) .
$$

For this to vanish for arbitrary $\delta \widetilde{\mathscr{B}}$, we must require $f^{a b c}$ $=0$, which contradicts our assumption that the gauge group is non-Abelian.

This completes the proof that, for non-Abelian gauge theories, no $\mathscr{G}$-orthogonal slices exist even locally in function space. Roughly speaking, the orbits are sufficiently "twisted" in function space that no local slices can be orthogonal to every orbit which intersects it.

It is important to remember that the question of existence of orthogonal slices to a particular group action depends crucially upon the metric used to define orthogonality. Consider, for example, Euclidean 3-space in cylindrical coordinates for which

$$
\begin{equation*}
d s^{2}=d \rho^{2}+d z^{2}+\rho^{2} d \varphi^{2} \tag{III.26}
\end{equation*}
$$

The vector field

$$
\begin{equation*}
\widetilde{G}=\frac{1}{l} \frac{\partial}{\partial \varphi}+\frac{\partial}{\partial z} \tag{III.27}
\end{equation*}
$$

where $l$ is a nonzero constant, defines a group action on this space whose orbits are the helical curves

$$
\begin{align*}
& \rho(\lambda)=\rho_{0},  \tag{III.28a}\\
& z(\lambda)=z_{0}+\lambda,  \tag{III.28b}\\
& \varphi(\lambda)=\varphi_{0}+\lambda / l, \tag{III.28c}
\end{align*}
$$

where $\rho_{0}, z_{0}, \varphi_{0}$ are constants.
Since the metric is simultaneously invariant under both translations along, and rotations about, the $z$ axis, it is invariant under the helical motion defined by their combination (i.e., the motion generated by $\widetilde{\boldsymbol{G}}$ ). Any single orthogonal slice through a point $p$ could therefore be dragged along the orbits of $G$ to yield a neighborhood of $p$ filled with orthogonal slices. We can prove, however, that such slices do not exist by displaying a set of vector fields orthogonal to $G$ whose Lie brackets are not orthogonal to $G$ throughout any open set in the space. For example, we can define the gradient fields of the invariant functions

$$
\begin{equation*}
h \equiv \frac{1}{3} \rho^{2}, \quad k_{c} \equiv l \rho^{2} \sin (\varphi-z / l+c) \tag{III.29}
\end{equation*}
$$

where $c$ is an adjustable constant. Computing these vector fields and their Lie brackets, one finds

$$
\begin{equation*}
\left[\widetilde{X}_{d h}, \widetilde{X}_{d k_{c}}\right] \cdot \bar{G}=-\left(\rho^{2} / l\right) \cos (\varphi-z / l+c) \tag{III.30}
\end{equation*}
$$

This vanishes for all values of $c$ only on the axis $\rho=0$ and so not on any open set.

However, if we take the alternative metric

$$
\begin{equation*}
\left(d s^{\prime}\right)^{2}=d \rho^{2}+d z^{2}+\rho^{2}(d \varphi-d z / l)^{2} \tag{III.31}
\end{equation*}
$$

then the coordinate transformation

$$
\begin{equation*}
\rho^{\prime}=\rho, \quad z^{\prime}=z, \quad \varphi^{\prime}=\varphi-z / l \tag{III.32}
\end{equation*}
$$

reduces ( $\left.d s^{\prime}\right)^{2}$ to Euclidean form and the "helical" curves to vertical lines. In this case the existence of orthogonal surfaces $z=$ const is obvious.

## IV. CONCLUDING REMARKS

In this paper we have formulated a criterion, gauge-
orthogonality, by means of which we tried to find a Cou-lomb-like local gauge condition in Yang-Mills theory. We have shown that in configuration space, gauge orthogonal surfaces do not exist. In addition, we know from the work of Singer ${ }^{2}$ that in configuration space no global gauges exist. The question arises as to whether if we work in phase space instead of configuration space, either or both of these restrictions can be circumvented.

It turns out that the question of gauge-orthogonality is clouded by the fact that no obviously natural metric exists on phase space, and, as we pointed out above, the choice of metric is crucial for orthogonality. Instead of pursuing this question we shall devote the remainder of this section to showing that since, as Singer has proved, there are no global sections on configuration space, then there cannot be any on phase space either.

The phase space for Yang-Mills theory may be regarded as a space of pairs ( $\tilde{a}, \tilde{e}$ ), where $\tilde{a}$ and $\tilde{e}$ are the potential and electric field respectively. We shall abbreviate this space as $T^{*} \cdot \mathscr{A}=$ the cotangent bundle of $\mathscr{A}$. Some specific models for $T^{*} \mathscr{A}$ using $\mathscr{M}_{s, \delta}^{p}$ spaces are discussed in Ref. 6.

The gauge group $\mathscr{G}$ acts on $T^{*} \mathscr{A}$ in a well-known way:

$$
\begin{align*}
& \tilde{a} \rightarrow U \tilde{a} U^{-1}+i U d U^{-1},  \tag{IV.la}\\
& \tilde{e}=U \tilde{e} U^{-1} . \tag{IV.1b}
\end{align*}
$$

If we consider only gauge transformations which reduce to the identity as $|\mathbf{x}| \rightarrow \infty$, we find, as in Ref. 6, that $\mathscr{G}$ acts freely on $T^{*} \mathscr{A}$ (i.e., no point ( $\tilde{a}, \tilde{e}$ ) remains fixed under any infinitesimal gauge transformation other than the trivial (identity) transformation). In this case we may regard $T^{*} \mathscr{A}$ as a principal fiber bundle over the quotient space $T^{*} . \mathscr{A} / \mathscr{G}$, and it is natural to ask whether $T^{*} \mathscr{A}$ has any global cross sections.

Let us formulate this question more explicitly. Does $T^{*} \mathscr{A}$ admit a submanifold which intersects each of the orbits of $\mathscr{G}$ at one and only one point? The orbits of $\mathscr{G}$ in $T^{*} \mathscr{A}$ are, of course, just the equivalence classes of gauge equivalent pairs ( $\tilde{a}, \tilde{e}$ ) and the existence of a global section would be equivalent to a continuous global choice of gauge (to get the strongest possible result Singer assumes only continuous sections; for simplicity we shall look for differentiable ones).

The main idea for reducing the question of existence of global sections of $T^{*} \mathscr{A}$ to that of global sections of $\mathscr{A}$ is to note that the submanifold defined by $\tilde{e}=0$ may be naturally identified with $\mathscr{A}$ itself and consists entirely of orbits of $\mathscr{G}$ acting in $T^{*} \mathscr{A}$ (i.e., all gauge transformations preserve $\tilde{e}=0$ ). If $\Sigma^{*}$ were a global section of $T^{*} \mathscr{A}$, then the intersection of $\Sigma^{*}$ with $\mathscr{A}$ (regarded here as the submanifold $\tilde{e}=0$ in $T^{*} \mathscr{A}$ ) would intersect each of the orbits of $\mathscr{A}$ at one and only one point. Therefore, we need only to show that $\Sigma^{*}$ n. $\mathscr{A}$ is a submanifold of $\mathscr{A}$ to conclude that it defines a global section of $\mathscr{A}$.

This last step follows from noting that the intersection of the two submanifolds $\Sigma^{*}$ and $\mathscr{A}$ is transversal, ${ }^{12}$ i.e., that at every point ( $\tilde{a}, 0$ ) of the intersection the tangent spaces $T_{(\bar{a}, 0)} \Sigma^{*}$ and $T_{(\tilde{a}, 0)} \mathscr{A}$ together span $T_{(\tilde{a}, 0)}\left(T^{*} \mathscr{A}\right)$. Formally at least this result follows from the assumption that $\Sigma *$ is a global cross section of $T^{*} \mathscr{A}$ and the observation that the base space $\mathscr{A}$ consists entirely of orbits of $\mathscr{G}$. Near any point
$(\tilde{a}, 0) \in \Sigma^{*} \cap \mathscr{A}, \Sigma^{*}$ provides a slice for the group action on $T^{*} \mathscr{A}$. Therefore, $T_{(\tilde{a}, 0)}\left(T^{*} \mathscr{A}\right)$ is spanned by $T_{(\tilde{a}, 0)} \Sigma^{*}$ and the tangent space to the orbit through ( $\tilde{a}, 0)$. However, $T_{(a, 0)} \cap$, the tangent space of this orbit, is a subspace of $T_{(\hat{a}, 0)} \mathscr{A}$ since $\mathscr{A}$ consists entirely of orbits of $\mathscr{G}$. Hence for every $(\tilde{a}, 0) \in \Sigma * \cap \mathscr{A}$ we have

$$
T_{(\tilde{a}, 0)} \Sigma^{*}+T_{(\tilde{a}, 0)} \mathscr{A}=T_{(\tilde{a}, 0)}\left(T^{*} \mathscr{A}\right),
$$

and the intersection is transversal and therefore a manifold. Since the existence of such a manifold would contradict Singer's result, we must conclude that no global section of $T^{*} \mathscr{A}$ exists.

The above formal argument does not adequately treat the question of appropriate function spaces and asymptotic conditions. Singer considered $C^{\infty}$ fields which can be compactified to $S^{3}$ while we have taken $\mathscr{M}_{s, \delta}^{p}$ spaces with asymptotic conditions on $\mathbb{R}^{3}$. Subtleties in the different treatment of asymptotic conditions might prohibit the application of Singer's theorem to our configuration space. Nonetheless, the above argument shows that the question of existence of a global section in $T^{*} \mathscr{A}$ is reducible to that of the existence of a global section in $\mathscr{A}$.

A modified form of the above question is to ask whether global cross sections of the constraint submanifold ${ }^{6}$ of phase space exist. This question makes sense since the constraint subset is a submanifold of $T^{*} \cdot \mathscr{A}$ (see Ref. 6), which consists entirely of orbits of $\mathscr{G}$ (i.e., the constraints are preserved by gauge transformations). However, the constraint manifold contains the $\tilde{e}=0$ space as a submanifold which may again be identified with the configuration space $\mathscr{A}$. The remainder of the argument is precisely as before, and we conclude that global sections are excluded since none exist for $\mathscr{A}$.

Another recent paper (pointed out to us by the referee) which discusses, for the $\operatorname{SU}(2)$ gauge theory, the nonexistence of global gauge conditions in phase space is that of Narasimhan and Ramadas. ${ }^{13}$ They also derive some interesting geometrical results concerning the connection on the bundle $\mathscr{A} \rightarrow \mathscr{A} / \mathscr{G}$ defined by the constraint equations restricted to the $\tilde{a}_{0}^{(a)}=0$ gauge. The horizontal subspace defined by this connection at any point of $\mathscr{A}$ coincides with what we have called the orthogonal subspace at the point.
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#### Abstract

Employing the L'Huillier, Redish, and Tandy (LRT) wave function formalism we develop a partially connected method for obtaining few-body reductions of the many-body problem in the LRT and Bencze, Redish, and Sloan (BRS) formalisms. This method for systematically constructing fewer body models for the N -body LRT and BRS equations is termed the dominant partition method (DPM). The DPM maps the many-body problem to a fewer-body one using the criterion that the truncated formalism must be such that consistency with the full Schrödinger equation is preserved. The DPM is based on a class of new forms for the irreducible cluster potential, introduced in the LRT formalism. Connectivity is maintained with respect to all partitions containing a given partition which is referred to as the dominant partition. Degrees of freedom corresponding to the breakup of one or more of the clusters of the dominant partition are treated in a disconnected manner. This approach for simplifying the complicated BRS equations is appropriate for physical problems where a few-body reaction mechanism prevails. We also show that the dominant-partition-truncated form of the BRS equations may be obtained by distributing the residual interaction in the exit channel in a manner consistent with the dominant partition truncations of the irreducible cluster potential.


## I. INTRODUCTION

Connected kernel equations (CKE's) have enjoyed considerable prominence in the recent history of reaction theory. The equations due to Alt, Grassberger, and Sandhas ${ }^{1}$ (AGS), Bencze, Redish, and Sloan ${ }^{2}$ (BRS), and Kouri, Levin, and Tobocman ${ }^{3}$ (KLT) are representative examples. In the formalisms of AGS, BRS, and KLT the many-body scattering problem is formulated in terms of a set of coupled integral equations for the transition operators. These CKE's are often viewed as extensions of the three-body formalism of Faddeev. ${ }^{4}$

Although the CKE's provide mathematically correct formulations of the $N$-body scattering problem, these equations have not inspired extensive usage in direct reaction analysis. The distorted wave Born approximation continues to be the primary method employed in the analyses of direct reactions. Significantly, there exists in the community an understanding that many-body effects should be included in reaction analysis; ${ }^{5}$ however, the CKE's are not generally regarded as offering a viable approach for such inclusions. Even in the three-body case, the Faddeev equations are often regarded as useful for mathematical proofs but not as feasible for calculations. ${ }^{6}$

The complicated nature of CKE's as well as an uncertainty about how the dynamics is distributed in these equations have been important factors in limiting the role of

[^19]CKE's in reaction analysis. Necessarily any use of CKE's must involve truncations. This compelling necessity for methods of truncating CKE's probably has contributed to their limited use.

The application of the CKE's to nuclear and atomic systems is rendered difficult because of the number of equations involved and the fact that many channels are treated theoretically on an equal footing. We therefore consider what simplification can be achieved by reducing the number of equations and/or channels. In practice, since certain channels may be ignored or treated phenomenologically, it may not be necessary to preserve connectedness in them. We call the formalism derived from relaxation of full connectedness in a set of CKE's a partially connected formalism. A partially connected approach has been advocated by Hahn and Watson as a means of circumventing the difficulty imposed by the coupling of all rearrangement channels in the three-body problem. ${ }^{?}$

The choice of criteria by which one truncates a CKE is an open question. A possible approach to simplifying these equations for some problems is to map the many-body space into that of a fewer-body problem. This approach will be useful in the case that the physics seems to be dominated by a few-body mechanism. One example is the deuteron-alpha scattering at energies below the threshold for breakup of the alpha. Notably, such a mapping does not destroy all of the many-body information which would be lost in the arbitrary imposition of a few-body model on a given many-body system.

Actually, when one considers such a truncation it becomes clear that many of the CKE's do not lend themselves to such a reduction method. The AGS and KLT equations
are notable examples. The explicit dependence on the number of particles as exhibited by the AGS equations and the dependence on the number of channels as exhibited by the KLT equations tend to make the structures of these equations rather rigid. The AGS equations make explicit the number of particles through kernels which contain all subsystem transition operators. The KLT equations are written for a fixed number of channels which structurally excludes the possibility of later dropping one of the channels.

In this article we develop a method of truncating the many-body BRS equations to a fewer-body problem. The method is developed in the LRT ${ }^{8}$ connected-kernel wavefunction formalism, and is similar in spirit to the HahnWatson reduction method. ${ }^{7}$ This truncation is termed the Dominant Partition Method (DPM). It maps the given many-body problem to a fewer-body problem whose solutions satisfy the full Schrödinger equation. The equations obtained constitute a partially connected set, the disconnectedness appearing in those channels which are not considered explicitly.

In Section II the LRT wavefunction formalism and the related irreducible cluster potential are reviewed. In Section III the dominant partition theorem is presented and in Section IV this reduction method is applied to the BRS equations. In Section IV it is also shown that the reduced set of BRS equations may be obtained via a distribution method. The summary and conclusion are presented in Section $V$.

## II. THE L'HUILLIER, REDISH, TANDY WAVEFUNCTION FORMALISM

In this section a set of coupled connected kernel equations for the wave function describing the scattering between many-body ( $N \geqslant 4$ ) clusters is obtained. These equations are derived by using the BRS equations and the Green function for the system. The system under consideration has $N$ distinguishable particles which interact via two-body potentials. (The case of three- and many-body forces is not considered here.) A division of the $N$ particles into $n$ clusters is termed an $a_{n}$-partition. The Greek alphabet is used to label twocluster partitions and the $N$-cluster partition is labelled 0 . The partition Hamiltonians $H_{a}$, residual interactions $V^{a}$ and associated Green functions are defined by

$$
\begin{align*}
H_{a} & =H_{0}+V_{a},  \tag{1}\\
V^{a} & =H-H_{a},  \tag{2}\\
G_{a} & =\left(Z-H_{a}\right)^{-1}, \tag{3}
\end{align*}
$$

where $V_{a}$ is the sum of two-body interactions internal to the $a$-partition and $Z$ is the complex energy parameter
$(Z=E+i \epsilon)$. The full and free Green functions are given by

$$
\begin{align*}
& G=(Z-H)^{-1},  \tag{4}\\
& G_{0}=\left(Z-H_{0}\right)^{-1}, \tag{5}
\end{align*}
$$

where $H$ is the full $N$-particle Hamiltonian and $H_{0}$ is the total kinetic energy operator.

Consider the $N$-body scattering problem initiated by incoming bound states of the two clusters comprising the partition $\beta$. The full wave functions is ${ }^{9}$

$$
\begin{equation*}
\Psi_{\beta}=\lim _{\epsilon \rightarrow 0} i \epsilon G \Phi_{\beta}, \tag{6}
\end{equation*}
$$

where $\Phi_{\beta}$ describes a relative motion plane wave times the internal bound-state wavefunctions for the two clusters. The Green function is expressible in terms of $G_{\beta}$,

$$
\begin{equation*}
G=G_{\beta}+G V^{\beta} G_{\beta} \tag{7}
\end{equation*}
$$

Using that

$$
G_{\beta} \Phi_{\beta}=(i \boldsymbol{\epsilon})^{-1} \Phi_{\beta}
$$

we obtain

$$
\begin{equation*}
\Psi_{\beta}=\left(1+G V^{\beta}\right) \Phi_{\beta} \tag{8}
\end{equation*}
$$

Using (7) we have

$$
\begin{equation*}
\Psi_{\beta}=G G_{\beta}^{-1} \Phi_{\beta} \tag{9}
\end{equation*}
$$

Noting that

$$
\begin{equation*}
V^{a} \Psi_{\beta}=T^{a \beta} \boldsymbol{\Phi}_{\beta} \tag{10}
\end{equation*}
$$

where $T^{a \beta}$ is a transition operator ${ }^{10}$ we write (9) as

$$
\begin{equation*}
\Psi_{\beta}=G_{0} G_{\beta}^{-1} \Phi_{\beta}+G_{0} T^{0 \beta} \Phi_{\beta} \tag{11}
\end{equation*}
$$

Employing the BRS equation ${ }^{2}$

$$
\begin{equation*}
T^{a \beta}=V_{\beta}^{a}+\sum_{\sigma} K_{\sigma}^{a 0} G_{0} T^{\sigma \beta} \tag{12}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\Psi_{\beta}=G_{0}\left(G_{\beta}^{-1}+V_{\beta}\right) \Phi_{\beta}+\sum_{\sigma} G_{0} K_{\sigma}^{00} G_{0} T^{\sigma \beta} \Phi_{\beta} \tag{13}
\end{equation*}
$$

(The operator satisfying the BRS equation differs from the standard transition operators by an off-shell transformation. See Ref. 2.) In (12) $V_{\beta}^{a}$ is the sum of two-body interactions internal to $\beta$ and external to $a$. The kernel $K_{\sigma}^{a 0}$ is the sum of all Weinberg graphs ${ }^{11}$ of connectivity ${ }^{2} \sigma$ which begin with any interaction and do not end with an interaction in $a$. Defining $K_{\sigma}^{00} \equiv K_{\sigma}$, using (3) and (10) we have

$$
\begin{equation*}
\Psi_{\beta}=\Phi_{\beta}+\sum_{\sigma} G_{0} K_{\sigma} G_{0} V^{\sigma} \Psi_{\beta} \tag{14}
\end{equation*}
$$

This integral equation has a completely connected kernel. The operator $K_{\sigma}$ is the sum of all $\sigma$-connected Weinberg graphs.

Decomposition of the wave function into parts associated with the two-cluster partitions of the $N$-body problem is achieved by writing

$$
\begin{equation*}
\Psi_{\beta}=\sum_{\gamma} \Psi_{\beta}{ }^{(\gamma)} \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{\beta}^{(\gamma)}=\Phi_{\beta} \delta_{\gamma \beta}+G_{0} K_{\gamma} G_{0} V^{\gamma} \Psi_{\beta} . \tag{16}
\end{equation*}
$$

The wave function $\Psi_{\beta}^{(\gamma)}$ only has outgoing waves of the $\gamma$ type, that is, bound clusters of the $\gamma$ partition or direct breakup from the $\gamma$ partition. Equation (16) may be written in a convenient form by considering again (9) and writing $G$ in terms of $G_{\gamma}$. We find

$$
\begin{equation*}
\Psi_{\beta}=\boldsymbol{G}_{\gamma} \boldsymbol{G}_{\beta}^{-1} \Phi_{\beta}+\boldsymbol{G}_{\gamma} \boldsymbol{V}^{\gamma} \boldsymbol{G} \boldsymbol{G}_{\beta}^{-1} \Phi_{\beta} . \tag{17}
\end{equation*}
$$

Using (9) and (10) we have

$$
\begin{equation*}
\Psi_{\beta}=G_{\gamma} G_{\beta}^{-1} \Phi_{\beta}+G_{\gamma} T^{\gamma \beta} \Phi_{\beta} . \tag{18}
\end{equation*}
$$

Multiplying from the left by $G_{0} G_{\gamma}^{-1}$ we have

$$
\begin{equation*}
G_{0} G_{\gamma}^{-1} \Psi_{\beta}=G_{0} G_{\beta}^{-1} \Phi_{\beta}+G_{0} T^{\gamma \beta} \Phi_{\beta} \tag{19}
\end{equation*}
$$

Using (19) in (16) we get
$\Psi_{\beta}{ }^{(\gamma)}=\left(\delta_{\gamma \beta}-G_{0} K_{\gamma} G_{0} G_{\beta}^{-1}\right) \Phi_{\beta}+G_{0} K_{\gamma} G_{0} G_{\gamma}^{-1} \Psi_{\beta}$.
We introduce the operator $\mathscr{V}_{\gamma}$ which is defined by

$$
\begin{equation*}
K_{\gamma} G_{0} \equiv \mathscr{V}_{\gamma} G_{\gamma} \tag{21}
\end{equation*}
$$

The operator $\mathscr{V}_{\gamma}$ is termed the irreducible $\gamma$ connected potential. It is the sum of $\gamma$ connected graphs which become less than $\gamma$ connected if the rightmost interaction is removed. ${ }^{8}$ We have

$$
\begin{equation*}
\Psi_{\beta}^{(\gamma)}=\left(\delta_{\gamma \beta}-G_{0} \mathscr{V}_{\gamma} G_{\gamma} G_{\beta}^{-1}\right) \Phi_{\beta}+G_{0} \mathscr{V}_{\gamma} \Psi_{\beta}, \tag{22}
\end{equation*}
$$

and $G_{0} \mathscr{V}_{\gamma} G_{\gamma} G_{\beta}^{-1}$ on shell is the same as $G_{0} \mathscr{V}_{\beta} \delta_{\beta \gamma}$. This yields

$$
\begin{equation*}
\Psi_{\beta}^{(\gamma)}=\delta_{\gamma \beta}\left(1-G_{0} \mathscr{V}_{\beta}\right) \Phi_{\beta}+G_{0} \mathscr{V}_{\gamma} \Psi_{\beta} . \tag{23}
\end{equation*}
$$

Noting that

$$
\begin{equation*}
\left(1-G_{0} \mathscr{V}_{\beta}\right) \Phi_{\beta}=0 \tag{24}
\end{equation*}
$$

which is most easily seen on examining the anticluster expansion for $\mathscr{V}_{\beta}$ (Section III), we obtain

$$
\begin{equation*}
\Psi_{\beta}^{(\gamma)}=G_{0} \mathscr{V}_{\gamma} \Psi_{\beta} \tag{25}
\end{equation*}
$$

We write this in differential form as

$$
\begin{equation*}
\left(E-H_{0}-\mathscr{V}_{\gamma}\right) \Psi_{\beta}^{(\gamma)}=\mathscr{V}_{\gamma} \sum_{\sigma \neq \gamma)} \Psi_{\beta}^{(\sigma)} \tag{26}
\end{equation*}
$$

which is reminiscent of the Faddeev three-body result. These are the LRT ${ }^{8}$ equations. The relation of these equations to other $N$-body CKE's is discussed in detail in Ref. 12.

## III. THE DOMINANT PARTITION THEOREM

The anticluster expansion for the kernel in the BRS equation has been previously shown to be ${ }^{13}$

$$
\begin{equation*}
K_{\sigma}^{\beta 0} G_{0}=\sum_{m=2}^{N-1} \sum_{(\sigma \supset) a_{m}} N\left(\sigma, a_{m}\right) V_{a_{m}}^{\beta} G_{a_{m}} \tag{27}
\end{equation*}
$$

The $N$ 's in the above equation are termed counting coefficients. ${ }^{13}$ They depend on both $\sigma$ and $a_{m}$. From (21) we have the anticluster expansion for the irreducible cluster potential:

$$
\begin{equation*}
\mathscr{V}_{\sigma}=\sum_{m=2}^{N-1} \sum_{(o \supset) a_{m}} N\left(\sigma, a_{m}\right) V_{a_{m}} G_{a_{m}} G_{\sigma}^{-1} \tag{28}
\end{equation*}
$$

Summing the components of equation (26) we note the interesting result that

$$
\begin{equation*}
\left(E-H_{0}-\sum_{\sigma} \mathscr{V}_{\sigma}\right) \Psi_{\beta}=0 \tag{29}
\end{equation*}
$$

This property provides the underpinning for the truncation of the BRS equations that will be presented in this section. Insight into the method is afforded by the following theorem.

Theorem $I$. For arbitrary $N$, if $\mathscr{V}_{\sigma}$ is given exactly then

$$
\sum_{\sigma} \mathscr{F}_{\sigma} \Psi_{\beta}=V \Psi_{\beta}
$$

where $V$ is the full potential and $\Psi_{\beta}$ solves the Schrödinger equation for the $N$-body system.
It is clear that this must be the case from a comparison be-
tween (29) and the Schrödinger equation

$$
\left(E-H_{0}-V\right) \psi_{\beta}=0
$$

Nonetheless, we give a more complicated proof whose structure generalizes to the approximate case discussed below.

Proof: From (28) we have

$$
\begin{equation*}
\sum_{\sigma} \mathscr{V}_{\sigma} \Psi_{\beta}=\sum_{\sigma} \sum_{m=2}^{N-1} \sum_{(\sigma \supset) a_{m}} N\left(\sigma, a_{m}\right) V_{a_{m}} G_{a_{m}} G_{\sigma}^{-1} \Psi_{\beta} \tag{30}
\end{equation*}
$$

## Interchanging sums and using

$$
\begin{equation*}
G_{\sigma}^{-1}=G_{a_{m}}^{-1}-V_{\sigma}^{a_{m}}, \quad \sigma \supset a_{m} \tag{31}
\end{equation*}
$$

we have

$$
\begin{align*}
& \sum_{\sigma} \mathscr{V}_{\sigma} \Psi_{\beta} \\
& \quad=\sum_{m=2}^{N-1} \sum_{a_{m}} \sum_{\sigma} \sum_{\left.\partial a_{m}\right)} N\left(\sigma, a_{m}\right)\left(V_{a_{m}}-V_{a_{m}} G_{a_{m}} V_{\sigma}^{a_{m}}\right) \Psi_{\beta} \tag{32}
\end{align*}
$$

Noting that

$$
\begin{equation*}
V_{\sigma}^{a_{m}}=V_{\sigma}-V_{a_{m}}=V^{a_{m}}-V^{\sigma}, \quad \sigma \supset a_{m} \tag{33}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\sum_{\sigma} \mathscr{V}_{\sigma} \Psi_{\beta}=\sum_{m=2}^{N-1} & \sum_{a_{m}} \sum_{o\left(\supset a_{m}\right)} N\left(\sigma, a_{m}\right) V_{a_{m}} \\
& \times\left(1-G_{a_{m}} V^{a_{m}}+G_{a_{m}} V^{q}\right) \Psi_{\beta} \tag{34}
\end{align*}
$$

We use the result, ${ }^{14}$

$$
\begin{equation*}
\Psi_{\beta}=\delta_{\beta a_{m}} \Phi_{\beta}+G_{a_{m}} V^{a_{m}} \Psi_{\beta} \tag{35}
\end{equation*}
$$

to obtain

$$
\begin{align*}
& \sum_{\sigma} \mathscr{V}_{\sigma} \Psi_{\beta} \\
& \quad=V_{\beta} \Phi_{\beta}+\sum_{m=2}^{N-1} \sum_{a_{m}} \sum_{\left(\supset a_{m}\right)} N\left(\sigma, a_{m}\right) V_{a_{m}} G_{a_{m}} V^{\sigma} \Psi_{\beta} \tag{36}
\end{align*}
$$

It is known ${ }^{15}$ that

$$
\begin{equation*}
\sum_{\left.\sigma \supset a_{m}\right)} N\left(\sigma, a_{m}\right) V^{\sigma}=C_{m} V^{a_{m}}, \tag{37}
\end{equation*}
$$

where $C_{m}=(-1)^{m}(m-1)$ !. Using this in (36) and again employing (35) we obtain

$$
\begin{equation*}
\sum_{\sigma} \mathscr{V}_{\sigma} \Psi_{\beta}=\sum_{m=2}^{N-1} C_{m} \sum_{a_{m}} V_{a_{m}} \Psi_{\beta} . \tag{38}
\end{equation*}
$$

Now we employ the lemmas:

$$
\begin{align*}
& \text { Lemma 1: }{ }^{16} \sum_{c_{k}} V_{c_{k}}^{a_{m}}=S_{N-1}^{(k)} V^{a_{m}}, \text { and }  \tag{39}\\
& \text { Lemma 2: }: 7_{n=2}^{N-1} C_{n} S_{N-1}^{(n)}=1, \quad N \geqslant 3 . \tag{40}
\end{align*}
$$

The $S_{N-1}^{(k)}$ are Stirling numbers of the second kind. $S_{N-1}^{(k)}$ is the number of distinct ways of making $k$ clusters out of ( $N-1$ ) objects. From (38) we now obtain

$$
\begin{equation*}
\sum_{\sigma} \mathscr{V}_{\sigma} \Psi_{\beta}=V \Psi_{\beta} . \quad \text { Q.E.D. } \tag{41}
\end{equation*}
$$

This means that (29) with the $\sigma$ sum taken over the twocluster partitions is the Schrödinger equation. This result motivates the consideration of truncations of $\Sigma_{\sigma}$ and/or $\mathscr{V}_{\sigma}$
such that the corresponding summed version of (29) remains the full Schrödinger equation. We present a method which satisfies this condition through the following results.

Remark: For a given $N$, if $\mathscr{V}_{\sigma}$ is given exactly the sum ( $\Sigma \mathscr{V}_{\sigma} \Psi_{\beta}$ ) over an arbitrary subset of the two-cluster partitions does not result in $\left(E-H_{0}-\Sigma_{\sigma} \mathscr{V}_{\sigma}\right) \Psi_{\beta}=0$ becoming the Schrödinger equation.

Example: Consider the case $N=3$ for which $\mathscr{V}_{\sigma}=V_{\sigma}$. We label the possible $\sigma^{\prime}$ s as $\sigma_{1}=(1)(23), \sigma_{2}=(2)(13)$, and $\sigma_{3}=(3)$ (12). Note that

$$
\begin{align*}
& \sum_{\sigma_{1,}, \sigma_{2}} \mathscr{V}_{\sigma} \Psi_{\beta}=\sum_{\sigma_{1}, \sigma_{2}} V_{\sigma} \Psi_{\beta},  \tag{42}\\
& \sum_{\sigma_{N}, \sigma_{2}} \mathscr{V}_{\sigma} \Psi_{\beta} \neq V \Psi_{\beta} . \tag{43}
\end{align*}
$$

Remark: For a given $N$ and $\mathscr{V}_{\sigma}$ truncated arbitrarily then the sum over all $\sigma$ does not result in $\left(E-H_{0}\right.$ $-\Sigma_{\text {all }}{ }_{\sigma} \mathscr{V}_{\sigma}^{T} \Psi_{\beta}=0$ ) becoming the Schrödinger equation, where $\mathscr{V}_{\sigma}^{T}$ is a truncated version of $\mathscr{V}_{\sigma}$.

Example: Consider $N=4$ and suppose we truncate $\mathscr{V}_{\sigma}$ by taking $\mathscr{V}_{\sigma} \sim \mathscr{V}_{\sigma}^{T}=V_{\sigma}$, so

$$
\begin{equation*}
\sum_{\mathrm{a} \| \boldsymbol{\sigma} \sigma} \mathscr{V}_{\sigma}^{T} \Psi_{\beta}=\sum_{\text {all } \sigma} V_{\sigma} \Psi_{\beta} \tag{44}
\end{equation*}
$$

From Lemma 1, $\Sigma_{\sigma} V_{\sigma}=S_{N-1}^{(2)} V$ and we have

$$
\begin{equation*}
\sum_{\mathrm{all} \sigma} \mathscr{V}_{\sigma}^{T} \Psi_{\beta}=S_{3}^{(2)} \boldsymbol{V} \Psi_{\beta} \tag{45}
\end{equation*}
$$

We now introduce notation to represent a particular class of truncations of the irreducible cluster potential. The operator $\mathscr{V}_{v}^{a_{m}}$ is defined as the truncation of the anticluster expansion (28) of $\mathscr{V}_{o}$ which includes only those terms corresponding to the partitions that can be formed by joining the clusters of a single "dominant" partition $a_{m}$, with
$3 \leqslant m \leqslant N-1$. Explicitly this is

$$
\begin{equation*}
\mathscr{y}_{\sigma}^{a_{a}}=\sum_{n=2}^{m} \sum_{(\sigma \supset) a_{n}\left(\supseteq a_{n}\right)} N\left(\sigma, a_{n}\right) V_{a_{n}} G_{a_{n}} G_{\sigma}^{-1} \tag{46}
\end{equation*}
$$

This class of truncated operators allows us to introduce the dominant partition theorem (DPT). The term dominant partition derives from the role played by a fixed partition $a_{m}$ in the truncation of $\mathscr{V}_{\sigma}$ and in limiting the sum on twocluster partitions.

Theorem II: (dominant partition theorem): For arbitrary $N$, and an arbitrary fixed partition $a_{m}$

$$
\sum_{\left.\sigma \supset a_{m}\right)} \mathscr{V}_{\sigma}^{a_{m}} \Psi_{\beta}=V \Psi_{\beta},
$$

where $\Psi_{\beta}$ solves the Schrödinger equation for the $N$-body system ( $3 \leqslant m \leqslant N-1$ ).

Proof: Using the definition (46) gives

$$
\begin{align*}
\sum_{\left.\sigma \supset a_{m}\right)} \mathscr{V}_{\sigma}^{a_{m}} \Psi_{\beta}= & \sum_{\sigma\left(a_{m}\right)} \sum_{n=2}^{m} \sum_{(\sigma) \supset a_{n}\left(\supseteq a_{m}\right)} N\left(\sigma, a_{n}\right) \\
& \times V_{a_{n}} G_{a_{n}} G_{\sigma}^{-1} \Psi_{\beta} \tag{47}
\end{align*}
$$

We write (46) in a more convenient form by picking off the $a_{m}$ term
$\sum_{\sigma\left(\supset a_{m}\right)} \mathscr{Y}_{\sigma}^{a_{m}} \Psi_{\beta}$

$$
\begin{align*}
= & \sum_{\sigma\left(a_{m}\right)} \sum_{n=2}^{m-1} \sum_{(\sigma \supset) a_{n}\left(\supseteq a_{m}\right)} N\left(\sigma, a_{n}\right) V_{a_{n}} G_{a_{n}} G_{\sigma}^{-1} \Psi_{\beta} \\
& +\sum_{\sigma\left(a_{m}\right)} N\left(\sigma, a_{m}\right) V_{a_{m}} G_{a_{m}} G_{\sigma}^{-1} \Psi_{\beta} . \tag{48}
\end{align*}
$$

Again employing (31) we obtain

$$
\begin{align*}
\sum_{\sigma\left(\supset a_{m}\right)} \mathscr{V}_{\sigma}^{a_{m}} \Psi_{\beta}= & \sum_{\sigma\left(\supset a_{m}\right)}\left[\sum_{n=2}^{m-1} \sum_{(\sigma \supset) a_{n}\left(\supseteq a_{m}\right)} N\left(\sigma, a_{n}\right) V_{a_{n}}\right. \\
& \times\left(1-G_{a_{n}} V_{\sigma}^{a_{n}}\right)+N\left(\sigma, a_{m}\right) V_{a_{m}} \\
& \times\left(1-G_{a_{m}} V_{\sigma}^{\left.a_{m}\right)}\right] \Psi_{\beta} . \tag{49}
\end{align*}
$$

Using (33) and (35) we have

$$
\begin{align*}
\sum_{\sigma\left(a_{m}\right)} \mathscr{V}_{\sigma}^{a_{m}} \Psi_{\beta}= & V_{\beta} \Phi_{\beta}+\sum_{\sigma\left(\supset a_{m}\right.} \sum_{n=2}^{m-1} \sum_{(\sigma \supset) a_{n}\left(\supseteq a_{m}\right)} N\left(\sigma, a_{n}\right) \\
& \times V_{a_{n}} G_{a_{n}} V^{\sigma} \Psi_{\beta}+\sum_{\sigma\left(\supset a_{m}\right)} N\left(\sigma, a_{m}\right) \\
& \times V_{a_{m}} G_{a_{m}} V^{\sigma} \Psi_{\beta} . \tag{50}
\end{align*}
$$

Interchanging sums we have

$$
\begin{align*}
\sum_{\sigma\left(\supset a_{m}\right)} \mathscr{V}_{\sigma}^{a_{m}} \Psi_{\beta}= & V_{\beta} \Phi_{\beta}+\sum_{n=2}^{m-1} \sum_{a_{n}\left(\sum a_{m}\right)} \sum_{\sigma\left(a_{m}\right)} N\left(\sigma, a_{n}\right) \\
& \times V_{a_{n}} G_{a_{n}} V^{\sigma} \Psi_{\beta}+\sum_{\sigma\left(\supset a_{m}\right)} N\left(\sigma, a_{m}\right) \\
& \times V_{a_{m}} G_{a_{m}} V^{\sigma} \Psi_{\beta} \tag{51}
\end{align*}
$$

Use of (37) and (35) yields

$$
\begin{equation*}
\sum_{\left.\sigma \supset a_{m}\right)} \mathscr{V}_{\sigma}^{\boldsymbol{a}_{m}} \Psi_{\beta}=\left(\sum_{n=2}^{m-1} \sum_{a_{n}\left(\supseteq a_{m}\right)} C_{n} V_{a_{n}}+C_{m} V_{a_{m}}\right) \Psi_{\beta} \tag{52}
\end{equation*}
$$

We now use ${ }^{16}$
Lemma 3:

$$
\begin{equation*}
\sum_{a_{n}\left(\sum a_{m}\right)} V_{a_{n}}^{a_{m}}=S_{m-1}^{(n)} V^{a_{m}} \tag{53}
\end{equation*}
$$

This yields

$$
\begin{align*}
& \sum_{\sigma\left(a_{m}\right)} \mathscr{V}_{\sigma}^{a_{m}} \Psi_{\beta} \\
&= {\left[\sum_{n=2}^{m-1} C_{n}\left(S_{m}^{(n)} V_{a_{m}}+S_{m-1}^{(n)} V^{a_{m}}\right)+C_{m} V_{a_{m}}\right] } \\
& \times \Psi_{\beta}, \tag{54}
\end{align*}
$$

where we have used (33) (with $\sigma$ replaced by $a_{n}$ ) to express $V_{a_{n}}$ in (52) as $V_{a_{i n}}+V_{a_{i n}}^{a_{i n}}$.
Noting the results

$$
\begin{equation*}
\sum_{n=2}^{m-1} C_{n} S_{m}^{(n)}=1-C_{m} \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=2}^{m-1} C_{n} S_{m-1}^{(n)}=1 \tag{56}
\end{equation*}
$$

which follow from Lemma 2 we have

$$
\begin{equation*}
\sum_{\sigma\left(\boldsymbol{a}_{\ldots, \prime}\right)} \mathscr{Y}_{\sigma}^{\boldsymbol{a}_{\ldots}} \Psi_{\beta}=V \Psi_{\beta} \quad \text { Q.E.D. } \tag{57}
\end{equation*}
$$

Theorem II provides the basis for the DPM. It shows that we may truncate $\mathscr{V}_{\sigma}$ through the anticluster expansion
by retaining only those partitions that contain a given dominant partition. Note that the full partition Green functions $G_{a_{n}}$ are retained in (46). They are not projected on the Hilbert space corresponding to bound states of the dominant partition $a_{m}$. The description of the breakup of these clusters is contained in these Green functions.

The reduced problem is then solved by solutions to the original Schrödinger equation. This theorem provides a consistent means of reducing the many-body problem in the LRT wavefunction formalism to a few-body problem.

Nuclear reactions are commonly analyzed in terms of a few-body picture. For a given $N$ there are $S_{N}^{(2)}=2^{N-1}-1$ two-cluster channels. Any realistic attempt to solve the many-body problem cannot treat all of these channels on an equal footing. Moreover, it is reasonable to expect that in direct reactions the processes involved are not so extensive that all possible rearrangement and inelastic processes must be included. In many cases a realistic approach to manybody reaction theory will be afforded by systematically building few-body models.

## IV. THE DOMINANT PARTITION AND THE BRS EQUATION

We now obtain dominant partition truncations of the BRS equations. This is accomplished by restricting the sum on two-cluster partitions to the class defined by $\sigma\left(\supset a_{m}\right)$, where $a_{m}$ is taken to be the dominant partition. Corespondingly we introduce the appropriate truncation of the BRS kernel by using the anticluster expansion (27). Restricting the sum on two-cluster partitions to those that contain a particular $a_{m}$ terminates the anticluster expansion with that term explicitly involving $a_{m}$. We write the truncated kernel as $\kappa_{\beta c}^{\alpha_{m},}$, that is

$$
\begin{equation*}
\kappa_{B \sigma}^{a_{\alpha_{i}}}=\sum_{n=2}^{m} \sum_{\left(\sigma \supset \boldsymbol{a}_{(12}\left(a_{n}\right)\right.} N\left(\sigma, a_{n}\right) V_{a_{n}}^{\beta} G_{a_{n}} . \tag{58}
\end{equation*}
$$

With $\beta, \alpha\left(\supset a_{m}\right)$ we write the truncated BRS equations as

$$
\begin{equation*}
T^{\beta \alpha}=V_{\alpha}^{\beta}+\sum_{\sigma \partial_{a_{m}}} \kappa_{\beta \sigma}^{\alpha_{\beta}} T^{\sigma \alpha} . \tag{59}
\end{equation*}
$$

It will be recalled that in the derivation of the BRS equations that a crucial step was the democratic distribution of the residual interaction over all partitions. ${ }^{16}$ If we restrict the distribution to those partitions containing $a_{m}$ and proceed with the derivation, are the truncated equations obtained the same as those we have termed the dominant partition truncated BRS equations? The answer is yes and provides the next theorem.

Theorem III: The dominant-partition-truncated BRS equations (59) are obtained by distributing the residual interaction $V^{\beta}$ over the subset of all possible partitions containing $a_{m}$ and proceeding as in the derivation of the BRS equations (Ref. 16).

This theorem provides a satisfying degree of consistency in the reduction of the BRS equations. These considerations are displayed in Fig. 1.

Proof: From (39) and (53) we have

$$
\begin{equation*}
\sum_{d} V_{d_{l}}^{\beta}=S_{N-1}^{(j)} V^{\beta} \tag{60}
\end{equation*}
$$
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and

$$
\begin{equation*}
\sum_{\left.d_{k} \supseteq a_{m}\right)} V_{d_{i}}^{a_{m}}=S_{m-1}^{(D)} V^{a_{m}} \tag{61}
\end{equation*}
$$

Also note that

$$
\begin{equation*}
\sum_{d_{A} \supset a_{m)}} V_{d_{1}}^{\beta}=S_{m-1}^{(j)} V^{\beta}, \quad \beta \supset a_{m} . \tag{62}
\end{equation*}
$$

Using (56) we obtain

$$
\begin{equation*}
V^{\beta}=\sum_{j=2}^{m-1} \sum_{d_{i} \supset a_{m,}} C_{j} V_{d_{i}}^{\beta}, \quad \beta \supset a_{m} . \tag{63}
\end{equation*}
$$

We use this in the definition of the transition operator ${ }^{2}$

$$
\begin{equation*}
T_{+}^{\beta \alpha \alpha}=V^{\beta} G G_{\alpha}^{-1} . \tag{64}
\end{equation*}
$$

We obtain

$$
\begin{align*}
T_{+}^{\beta \alpha}= & \sum_{j=2}^{m} \sum_{d, 2} C_{j} V_{d_{j}}^{\beta} G_{d_{j}} G_{\alpha}^{-1} \\
& +\sum_{j=2}^{m-1} \sum_{d_{j}\left(\supset a_{m,}\right)} C_{j} V_{d_{j}}^{\beta} G_{d_{i}} T_{+}^{d_{j} \alpha}, \quad \beta \supset a_{m} \tag{65}
\end{align*}
$$

Using the Lippmann identity ${ }^{16,18}$ to transform the Born term gives the following equation for a new set of operators $T^{\beta u}$ which are equal to $T_{+}^{\beta \alpha}$ on the half-shell

$$
\begin{align*}
T^{\beta \alpha}= & \sum_{j=2}^{m-1} \sum_{d_{j}\left(\supset a_{m}\right)} C_{j} V_{d_{j}}^{\beta} \delta_{d_{j} \alpha} \\
& +\sum_{j=2}^{m-1} \sum_{d_{j}\left(\supset a_{m}\right)} C_{j} V_{d_{j}}^{\beta} G_{d_{j}} T^{d \alpha}, \quad \beta \supset a_{m} \tag{66}
\end{align*}
$$

This yields

$$
\begin{equation*}
T^{\beta \alpha}=V_{\alpha}^{\beta}+\sum_{j=2}^{m} \sum_{d_{i}\left(\supset a_{m}\right)} C_{j} V_{d_{j}}^{\beta} G_{d_{j}} T^{d_{j} \alpha}, \quad \alpha \supset a_{m}, \beta \supset a_{m} \tag{67}
\end{equation*}
$$

We use the Yakubovskii cluster expansion ${ }^{19}$ to decompose the transition operator internal to partition $d_{j}$ into pieces of different connectivities. We write

$$
\begin{equation*}
T_{+d_{j}}^{\gamma \alpha}=\sum_{n=j}^{m-1} \sum_{\left(d_{j} \supset\right) d_{n}} K_{d_{n}}^{\gamma \alpha} \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{+d_{i}}^{\beta 0} G_{0}=V_{d_{i}}^{\beta} G_{d_{j}}=\sum_{n=j}^{m-1} \sum_{\left(d_{i} \supset\right) d_{n}} K_{d_{n}}^{\beta 0} G_{0} . \tag{69}
\end{equation*}
$$

The anticluster truncation procedure is to replace $K_{d_{n}}^{\beta 0} G_{0}$ by
$\kappa_{\beta d_{n}}^{a_{n}}$ for $n>m$ and to drop all other terms. We then get
$T^{\beta \alpha}=V_{\alpha}^{\beta}+\sum_{j=2}^{m-1} \sum_{d_{j}\left(\supset a_{m}\right)} C_{j} \sum_{n=j}^{m} \sum_{\left(d_{j} \supset\right) d_{n}} \kappa_{\beta d_{n}}^{a_{m}} T^{d_{\mu} \alpha}$.
We interchange the $n$ and $j$ sums realizing that $m$ is the largest number of clusters that we can have in the limited space. We obtain

$$
\begin{equation*}
T^{\beta \alpha}=V_{\alpha}^{\beta}+\sum_{n=2}^{m}-\sum_{d_{n}\left(\supset a_{m}\right)} \kappa_{\beta d_{n}}^{\alpha_{m}} \sum_{j=2}^{n} \sum_{d_{j}\left(\supset d_{n}\right)} C_{j} V^{d_{j}} G G_{\alpha}^{-1}, \tag{71}
\end{equation*}
$$

where (64) has been used. Employing
Lemma 4:16

$$
\begin{equation*}
\sum_{j=2}^{n} \sum_{\left.d_{i} \supset d_{n}\right)} C_{j} V^{d_{j}}=\delta_{2 n} V^{d_{n}}, \tag{72}
\end{equation*}
$$

yields

$$
\begin{equation*}
T^{\beta \alpha}=V_{\alpha}^{\beta}+\sum_{n=2}^{m-1} \sum_{d_{n}\left(\sum_{\partial a_{m}}\right.} \kappa_{\beta d_{u}}^{a_{m}} \delta_{2 n} T^{d_{n} \alpha} \tag{73}
\end{equation*}
$$

and

$$
\begin{equation*}
T^{\beta \alpha}=V_{\alpha}^{\beta}+\sum_{\sigma\left(\supset a_{m}\right)} \kappa_{\beta \sigma}^{a_{\beta m}} T^{\sigma \alpha}, \beta, \alpha \supset a_{m} \text {. Q.E.D. } \tag{74}
\end{equation*}
$$

## V. SUMMARY AND CONCLUSIONS

We have developed a generalization of the Hahn and Watson's' "partially connected" strategy appropriate for constructing $n$-cluster models for $N$-body problems where it is intended that $n \ll N$. The cases treated are those in which the only channels treated explicitly are obtained by combining the clusters of an $n$-cluster "dominant" partition, $a_{n}$. We obtain $n$-body equations of the BRS type for transition operators and of the LRT type for wave functions. The resulting equations are connected in the degrees of freedom corresponding to the relative motion of the clusters of $a_{n}$, but not in those internal to a single cluster of $a_{n}$. Following Hahn and Watson we assume that these degrees of freedom are to be handled in some manner different from operator integral equations (e.g., by statistical or phenomenological methods).

Our main result is that the BRS and LRT equations for the small number of clusters is in fact exact if the subsystem Green functions are put in from some other source. This means that no incoming waves associated with channels breaking the cluster of $a_{n}$ are to be admitted. Furthermore, one can obtain the partially connected equations by either truncating the anticluster expansion for the kernel or by distributing the residual potential only over the appropriate, limited set of partitions. The same equations are obtained by both procedures.

A specific example where a procedure such as described here may be relevant is in the six-nucleon problem where the initial channel is a low energy ( $E<20 \mathrm{MeV}$ ) deuteron inci-
dent on a ${ }^{4} \mathrm{He}$ nucleus. As is well known ${ }^{20}$, this is well described as a three-body problem. Here, our dominant partition would be $a_{3}=(n)(p)(n n p p)$ where the effects of exchange are ignored. The three-body equation would fall out immediately upon approximating the Green function $G_{a_{s}}$ by its part having the ${ }^{4} \mathrm{He}$ pole. This approximation would yield real effective nucleon- ${ }^{4} \mathrm{He}$ interactions.

More general results, including the appearance of complete effective interactions, can be obtained in a number of ways, the simplest of which is the introduction of projection operators at the Green function $G_{a,}$. The part corresponding to everything but the ${ }^{4} \mathrm{He}$ pole is then solved formally a la Feshback. ${ }^{21}$ This leads to the appearance of generalized optical potentials as effective interactions plus the well-known ${ }^{22}$ effective three-body force.
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#### Abstract

We solve exactly equations of motion for two charged harmonic oscillators interacting with electromagnetic field. Detailed analyses of the system's behavior for small times is presented. We go beyond the one pole approximation. A simple model for the so-called soft mode instability is given. The scattering cross section is derived from time dependent solutions.


## I. INTRODUCTION

The interaction of two atoms with radiation has been studied for many years. ${ }^{1-8}$ This is the simplest system for which cooperative behavior can be studied and due to its simplicity a dynamical description can be given.

The long time behavior has been studied in the frame of the so-called single pole approximation. Stephen ${ }^{1}$ was probably the first two found the correct distance dependent expressions for the width and shifts of the emission line. To some extent the expression has been qualitatively verified in the experiments of Drexhage et al., ${ }^{9}$ on the scattering of light by the atom placed in front of the mirror.

The interesting problem was the demonstration of causal behavior of the system due to the finite velocity of light propagation. If one of the atoms is excited in the initial moment, one expects proper delay before the other one will be excited. Milloni and Knight ${ }^{6}$ have shown how this step type behavior matches the long time description given by single pole methods.

The purpose of this paper is to discuss the problem of two sources by means of two harmonic oscillators interacting with electromagnetic field. This problem can be exactly solved in the frame of the dipole approximation with a cutoff removing the corresponding divergence for high photon frequencies $\omega \rightarrow \infty$.

A similar problem of two harmonic oscillators but interacting with the scalar field has been recently discussed by Aichelburg and Grosse. ${ }^{78}$ They were able to renormalize their model and to remove the cutoff parameter from solution.

In our model the cutoff frequency $\Omega$ remains in the solution via the single oscillator life time and frequency shift. In the limit $\Omega \rightarrow \infty$ the single oscillator life time remains finite while the frequency shift is linearly divergent. One could remove this divergence by a similar renormalization procedure as in Refs. 7, 8, but the resulting oscillator dynamics contains so-called "run away" solutions which do not have any physical meaning.

Two different methods can be used to express solutions. One is convenient for short time behavior and study of retardation properties, the other for long time evolution.

We go also beyond the single pole approximation. We find all subsidiary poles of the resolvent functions in the problem and point out their role played for short time behavior, especially discussing their contribution in matching the initial data.

The model predicts instability for very short distance between sources. This instability is entirely due to the electrostatic dipole-dipole interaction. An instability of this kind is responsible for the spontaneous generation of the static dipole moment in the system of two-level atoms, phenomenon recently discussed by several authors. ${ }^{10,11}$

The paper contains a section containing a derivation and discussion of the scattering cross section of radiation on two sources. The problem was investigated by Lyuboshits ${ }^{2}$ in a quite different framework.

## II. MODEL AND ITS SOLUTION

We consider a system composed of two harmonic oscillators located at fixed points $\vec{r}_{1}$ and $\bar{r}_{2}$. Each oscillator is composed of two opposite charges $e,-e$, with Coulomb interaction represented by the elastic force. One of these charges is spread out uniformly in a sphere and has infinite mass. We look for the motion of the second one (electron) having the mass $m$ and moving inside this sphere.

The Hamiltonian of the system, written in the Coulomb gauge, is

$$
\begin{aligned}
H= & \frac{1}{2 m} \sum_{i=1}^{2}\left(\bar{p}_{i}-\frac{e}{c} \bar{A}\left(\bar{r}_{i}+\bar{x}_{i}\right)\right)^{2}+\frac{1}{2} m \omega_{0}^{2} \sum_{i=1}^{2} \bar{x}_{i}^{2} \\
& +\frac{e^{2}}{r_{12}^{3}}\left[\bar{x}_{1} \cdot \bar{x}_{2}-3\left(\bar{x}_{1} \cdot \bar{n}\right)\left(\bar{x}_{2} \cdot \bar{n}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
+\frac{1}{8 \pi} \int d_{3} r\left[\bar{E}_{T}^{2}(\bar{r})+\bar{B}^{2}(\bar{r})\right] \tag{2.1}
\end{equation*}
$$

where $x_{1}, x_{2}$ denote displacements of electrons from their equilibrium positions $r_{1}$ and $r_{2}, p_{1}$ and $p_{2}$ are cannonical moments, $r_{12}=\left|\bar{r}_{1}-\bar{r}_{2}\right|$, and $\bar{n}=\bar{r}_{12} / r_{12}$.

For the vector potential $\bar{A}(\vec{r})$ we have the following plane wave decomposition:
$\bar{A}(\bar{r})=\frac{(\hbar c)^{1 / 2}}{2 \pi} \sum_{\mu=1}^{2} \int d_{3} k \bar{e}_{\bar{k} \mu} k^{-1 / 2}\left(a_{\bar{k} \mu} e^{i \bar{k} \cdot \bar{r}}+a_{k \mu}^{+} e^{-i \bar{k} \cdot \bar{r}}\right)$,
where $a_{k \mu}^{+}$and $a_{\bar{k} \mu}$ are creation and annihilation operators for photons with the wave vector $\bar{k}$ and linear polarization $\bar{e}_{\bar{k} \mu}$ normalized according to the following commutation relations:

$$
\begin{aligned}
& {\left[a_{\overline{k \mu}}, a_{\vec{k}^{\prime} \mu^{\prime}}\right]=\delta_{\mu \mu^{\prime}} \delta_{3}\left(\bar{k}-\bar{k}^{\prime}\right),} \\
& {\left[a_{\bar{k} \mu}, a_{\bar{k}^{\prime} \mu^{\prime}}\right]=0=\left[a_{k \mu}^{+}, a_{\vec{k}^{\prime} \mu^{\prime}}^{+}\right] .}
\end{aligned}
$$

The model we will consider corresponds to the Hamiltonian (2.1) taken in the dipole approximation. In the dipole approximation we replace $\bar{A}\left(\bar{r}_{i}+\bar{x}_{i}\right)$ by $\bar{A}\left(\bar{r}_{i}\right)$. Making such a replacement, however, we are losing a tempering oscillatory factor $e^{i \bar{k} \cdot \bar{x}_{i}}$ and the model becomes divergent at high photon frequencies. To stimulate the converging effect of $e^{i k \cdot \bar{x}}$ and to make our dipole approximation finite, we introduce in the coupling terms the form factor which cut off high frequency photons.

With these approximations our model is defined by the following Hamiltonian:

$$
\begin{align*}
H= & \frac{1}{2 m} \sum_{i=1}^{2}\left(\bar{p}_{i}-\frac{e}{c} \bar{A}_{8}\left(\bar{r}_{i}\right)\right)^{2}+\frac{1}{2} m \omega_{0}^{2} \sum_{i=1}^{2} \bar{x}_{i}^{2} \\
& +\frac{e^{2}}{r_{12}^{3}}\left[\bar{x}_{1} \cdot \bar{x}_{2}-3\left(\bar{x}_{1} \cdot \bar{n}\right)\left(\bar{x}_{2} \cdot \bar{n}\right)\right]+\frac{1}{8 \pi} \int d_{3} r \\
& \times\left[\bar{E}_{T}^{2}(\bar{r})+\bar{B}^{2}(\bar{r})\right], \tag{2.3}
\end{align*}
$$

where $\bar{A}_{g}(\bar{r})$ corresponds to Eq. (2.2) with $k^{-1 / 2}$ being replaced by the form factor $g(k)$. We take the form factor in the form

$$
\begin{equation*}
g(k)=\frac{1}{k^{1 / 2}} \frac{\Omega}{\left(\Omega^{2}+k^{2} c^{2}\right)^{1 / 2}} \tag{2.4}
\end{equation*}
$$

with the cutoff frequency $\Omega$ being of the order of $2 \pi c / d$, where $d$ is the radius of oscillator.

We are going to solve the Heisenberg equations of motion for the dynamical variables of the system. Instead of the canonical moments $\bar{p}_{i}$ appearing in the Hamiltonian (2.1) we will use velocites (kinetic momenta). This choice is dictated by causality requirements as was discussed by us in Ref. 12.

The equations of motion for charges are

$$
\begin{align*}
\frac{d \bar{x}_{1}}{d t}= & \bar{v}_{1}  \tag{2.5a}\\
\frac{d \bar{v}_{1}}{d t}= & -\omega_{0}^{2} \bar{x}_{1}+\frac{e^{2}}{m r_{12}^{3}}\left[\bar{x}_{2}-3 \bar{n}\left(\bar{n} \cdot \bar{x}_{2}\right)\right] \\
& +i \frac{e}{m} \frac{(\hbar c)^{1 / 2}}{2 \pi} \sum_{\mu} \int d^{3} k k g(k) \bar{e}_{\bar{k} \mu} \\
& \times\left(a_{\bar{k} \mu} e^{i \bar{k} \cdot \overline{\bar{F}}_{t}}-a_{k \mu}^{+} e^{-i \bar{k} \cdot \bar{r}_{1}}\right) \tag{2.5b}
\end{align*}
$$

plus the similar equation for the second oscillator $(1 \leftrightarrow 2)$.

The field equations are $(\omega=|\bar{k}| \cdot c)$

$$
\begin{align*}
\frac{d a_{\bar{k} \mu}}{d t}= & -i \omega a_{\bar{k} \mu}+i \frac{e}{2 \pi(\hbar c)^{1 / 2}} g(k) \bar{e}_{\bar{k} \mu} \\
& \cdot \sum_{i=1}^{2} \bar{v}_{i} \cdot e^{-i \bar{k} \bar{k}_{i}} \tag{2.6}
\end{align*}
$$

plus conjugate equation for $a_{k_{\mu}}^{ \pm}$.
To solve the set of equations (2.5), (2.6), we will use the Laplace transform method, $\tilde{f}(z)=\int_{0}^{\infty} d t e^{-z t} f(t)$. Using transformed Eq. (2.6),

$$
\begin{align*}
\tilde{a}_{\bar{k} \mu}(z)= & \frac{a_{\bar{k} \mu}(0)}{z+i \omega}+i \frac{e}{2 \pi(\hbar c)^{1 / 2}} \frac{g(k)}{z+i \omega} \bar{e}_{\bar{k} \mu} \\
& \cdot \sum_{j=1}^{2} e^{-i \bar{k} \cdot \bar{F}_{j}} \bar{v}_{j}(z), \tag{2.7}
\end{align*}
$$

one can eliminate dynamical field variables from the equation of motion of oscillators, getting the following set of equations:

$$
\begin{align*}
\mathscr{H}(z) \tilde{\bar{v}}_{1}(z) & +\frac{e^{2}}{m c^{2}} e^{-z r_{12} / c}\left[(\hat{I}-\bar{n} \otimes \vec{n}) \frac{z^{2}}{r_{12}}\right. \\
+ & \left.(\hat{I}-3 \bar{n} \otimes \bar{n})\left(\frac{z c}{r_{12}^{2}}+\frac{c^{2}}{r_{12}^{3}}\right)\right] \cdot \tilde{\bar{v}}_{2}(z) \\
= & \bar{K}_{1}=-\omega_{0}^{2} \bar{x}_{1}(0)+z \bar{v}_{1}(0) \\
& -\frac{e^{2}}{m r_{12}^{3}}(\hat{I}-3 \bar{n} \otimes \vec{n}) \cdot \bar{x}_{2}(0) \\
& +i z e \frac{(\hbar c)^{1 / 2}}{2 \pi m} \sum_{\mu} \int d^{3} k k^{1 / 2} \bar{e}_{\bar{k} \mu}\left(\frac{a_{\overline{k_{\mu}}}(0)}{z+i \omega} e^{i \bar{k} \cdot \bar{r}_{t}}\right. \\
& \left.-\frac{a_{k \mu}^{ \pm}(0)}{z-i \omega} e^{-i \bar{k} \cdot \bar{r}_{1}}\right) \tag{2.8}
\end{align*}
$$

plus the second equation for $\bar{v}_{2}(z)$. Here the function $\mathscr{H}(z)$ defines resolvent function for single oscillator. ${ }^{12}$ It is given by
$\mathscr{H}(z)=\omega_{0}^{2}+z^{2}\left(1+\frac{4 e^{2}}{3 \pi m c} \int_{0}^{\infty} d k \frac{k^{3} g^{2}(k)}{z^{2}+\omega^{2}}\right)$,
and with our form factor (2.4) for that branch of $H$ which is relevent for the future evolution we get
$\mathscr{H}(z)=\omega_{0}^{2}+z^{2}\left(1+\frac{2}{3} \frac{e^{2}}{m c^{3}} \frac{\Omega^{2}}{z+\Omega}\right)$.
We point out that the function $\mathscr{H}(z)$ defined by $(2.9)$ is a multivalued function of $z$. With the form factor (2.4) it is double-valued. In passing to (2.10) we have chosen that branch which has no zeros for $\operatorname{Re} z>0$. The same Riemanian sheet was used when evaluating the contribution to the motion of one oscillator coming from the second one. This term appears with the factor $\exp \left(-z r_{12} / c\right)$ responsible for retardation effects in the interaction of both oscillators via electromagnetic field.

Notice that, although the dynamical variables of the field has been eliminated from the equations of motion, the initial data for the field are still necessary. This means that we are still dealing with the coupled problem for the motion of charges and field. A similar system of equations for $N$ oscillators occupying a small spherical volume was analyzed in Ref. 17.

The components of velocities parallel to the vector $\bar{n}$, $\bar{v}_{\|, i}=\left(\bar{v}_{i} \cdot \bar{n}\right) \bar{n}$ and transverse to $\bar{n}, \bar{v}_{1,}=\bar{n} \times \bar{v}_{i}$ satisfy separated equations

$$
\begin{align*}
& \mathscr{H} \tilde{\bar{v}}_{\| 1}-\mathscr{U}_{\|} \tilde{\tilde{v}}_{\| 2}=\bar{K}_{\| 1},  \tag{2.11a}\\
& -\mathscr{U}_{\|} \tilde{\bar{v}}_{\| 1}+\mathscr{H} \tilde{\bar{v}}_{\| 2}=\bar{K}_{\| 2}, \tag{2.11b}
\end{align*}
$$

and

$$
\begin{align*}
& \mathscr{H} \tilde{\bar{v}}_{11}+\mathscr{U}_{1} \tilde{\bar{v}}_{12}=\bar{K}_{11},  \tag{2.11c}\\
& \mathscr{U}_{1} \tilde{\tilde{v}}_{11}+\mathscr{H} \tilde{\bar{v}}_{12}=\bar{K}_{12}, \tag{2.11d}
\end{align*}
$$

where

$$
\begin{align*}
\mathscr{U}_{\|} & =2 \gamma e^{-z p}\left(\frac{z}{\rho^{2}}+\frac{1}{\rho^{3}}\right)  \tag{2.12a}\\
\mathscr{U}_{\perp} & =\gamma e^{-z \rho}\left(\frac{z^{2}}{\rho}+\frac{z}{\rho^{2}}+\frac{1}{\rho^{3}}\right) \tag{2.12b}
\end{align*}
$$

with $\gamma=e^{2} / m c^{3}$ and $\rho=r_{12} / c$.
These equations separate further into symmetric $\bar{v}_{s}$ $=\bar{v}_{1}+\bar{v}_{2}$ and antisymmetric vibrations $\bar{v}_{a}=\bar{v}_{1}-\bar{v}_{2}$. The solution of Eqs. (2.11) reads

$$
\begin{align*}
& \tilde{\bar{v}}_{\| s}=\frac{1}{\mathscr{H}-\mathscr{U}_{\|}} \bar{K}_{\| s}, \quad \tilde{\bar{v}}_{\| a}=\frac{1}{\mathscr{H}+\mathscr{U}_{\|}} \bar{K}_{\| a},  \tag{2.13}\\
& \tilde{\bar{v}}_{1 s}=\frac{1}{\mathscr{H}+\mathscr{U}_{\perp}} \bar{K}_{1 s}, \quad \tilde{\bar{v}}_{1 a}=\frac{1}{\mathscr{H}-\mathscr{U}_{\perp}} \bar{K}_{1 a}
\end{align*}
$$

The functions $\left(\mathscr{H} \pm \mathscr{U}_{\|}\right)^{-1}$ and $\left(\mathscr{H} \pm \mathscr{U}_{1}\right)^{-1}$ we will call resolvent functions of the two oscillator problem.

Using the solution (2.13), we get for the velocity of the first electron

$$
\begin{equation*}
\tilde{\bar{v}}_{1}(z)=\alpha(z) \bar{n}\left(\bar{n} \cdot \bar{K}_{1}\right)+\beta(z) \bar{K}_{1}+\gamma(z) \bar{n}\left(\bar{n} \cdot \bar{K}_{2}\right)+\delta(z) \bar{K}_{2} \tag{2.14}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha(z)=\frac{\mathscr{H}}{\mathscr{H}^{2}-\mathscr{U}_{\|}^{2}}-\frac{\mathscr{H}}{\mathscr{H}^{2}-\mathscr{U}_{1}^{2}},  \tag{2.15a}\\
& \beta(z)=\frac{\mathscr{H}}{\mathscr{H}^{2}-\mathscr{U}_{1}^{2}},  \tag{2.15b}\\
& \gamma(z)=\frac{\mathscr{U}_{\|}}{\mathscr{H}^{2}-\mathscr{U}_{\|}^{2}}+\frac{\mathscr{U}_{\perp}}{\mathscr{H}^{2}-\mathscr{U}_{1}^{2}},  \tag{2.15c}\\
& \delta(z)=\frac{\mathscr{U}_{1}}{\mathscr{H}^{2}-\mathscr{U}_{1}^{2}} . \tag{2.15d}
\end{align*}
$$

Before we discuss the time dependence of these solutions, we find the emitted electromagnetic field. We get the solution for the creation and annihilation operators $a_{k \mu}^{+}(z)$ and $a_{\bar{k} \mu}(z)$ substituting (2.14) into (2.7). Using these operators, one can perform the reconstruction of electromagnetic field in space. Our procedure and discussion is similar to the one in Ref. 12.

For the transverse part of the electric field

$$
\begin{align*}
\tilde{\bar{E}}_{T}(\bar{r}, z)= & i \frac{(\hbar c)^{1 / 2}}{2 \pi} \sum_{\mu} \int d^{3} k k^{1 / 2} \overline{\bar{e}}_{\overline{k_{\mu}}} \\
& \times\left(a_{\bar{k} \mu}(z) e^{\bar{k} \cdot \bar{r}}-a_{k \mu}^{ \pm}(z) e^{-\bar{k} \cdot \bar{r}}\right) \tag{2.16}
\end{align*}
$$

we get after $k$ integration and polarization summation

$$
\widetilde{\bar{E}}_{T}(\bar{r}, z)
$$

$=\widetilde{\bar{E}}^{\mathrm{free}}(\bar{r}, z)-e \sum_{i=1}^{2}\left\{e^{-z\left|\bar{r}-\bar{r}_{i}\right| / c}\left[\left(\hat{I}-\bar{n}_{i} \otimes \bar{n}_{i}\right) \frac{z}{\left|\bar{r}-\bar{r}_{i}\right| c^{2}}\right.\right.$

$$
\begin{align*}
& \left.+\left(\hat{I}-3 \bar{n}_{i} \otimes \bar{n}_{i}\right)\left(\frac{1}{\left|\bar{r}-\bar{r}_{i}\right|^{2} c}+\frac{1}{z\left|\bar{r}-\bar{r}_{i}\right|^{3}}\right)\right] \\
& \left.-\frac{1}{z\left|\bar{r}-\bar{r}_{i}\right|^{3}}\left(\hat{I}-3 \bar{n}_{i} \otimes \bar{n}_{i}\right)\right\} \cdot \tilde{\bar{v}}_{i}(z) \tag{2.17}
\end{align*}
$$

here $\bar{n}_{i}=\left(\bar{r}-\bar{r}_{i}\right) /\left|\bar{r}-\bar{r}_{i}\right|$ and $\overline{\bar{E}}^{\mathrm{free}}$ represents the freely evolving part of the electric field.

The longitudinal part of the field is given by
$\overline{\bar{E}}_{L}\left(\bar{r}_{,} z\right)=-e \sum_{i=1}^{2}\left(\hat{I}-3 \bar{n}_{i} \otimes \bar{n}_{i}\right) \cdot \frac{\tilde{\tilde{x}}_{i}(z)}{\left|\bar{r}-\bar{r}_{i}\right|^{3}}$.
Adding both parts, we get

$$
\begin{align*}
& \widetilde{\tilde{E}}(\bar{r}, z)=\widetilde{E}^{\mathrm{frre}}(\bar{r}, z)-e \sum_{i=1}^{2}\left(\hat{I}-3 \bar{n}_{i} \otimes \bar{n}_{i}\right) \frac{\bar{x}_{i}(0)}{z\left|\bar{r}-\bar{r}_{i}\right|^{3}} \\
& \quad-e \sum_{i=1}^{2} e^{-z\left|\bar{r}-\bar{r}_{i}\right| / c}\left[\left(\hat{I}-\bar{n}_{i} \otimes \bar{n}_{i}\right) \frac{z}{c^{2}\left|\bar{r}-\bar{r}_{i}\right|}\right. \\
& \left.\quad+\left(\hat{I}-3 \bar{n}_{i} \otimes \bar{n}_{i}\right)\left(\frac{1}{\left|\bar{r}-\bar{r}_{i}\right|^{2}}+\frac{1}{z\left|\bar{r}-\bar{r}_{i}\right|^{3}}\right)\right] \cdot \tilde{\bar{v}}(z) \tag{2.19}
\end{align*}
$$

The first term of the right-hand side represents the static dipole field initially present due to the initial value of the dipole moments. The second term gives the contribution to the field due to the motion of charges. Due to the factor $\exp \left(-z\left|\bar{r}-\bar{r}_{i}\right| / c\right)$ the field at the point $\bar{r}$ is properly retarded. Notice, that this was not the case either for the transverse electric field or for the longitudinal one.

The dependence of $\bar{v}_{i}$ on $\bar{K}_{j}$ and therefore on the initial data [the initial state of oscillators $\bar{x}_{i}(0)$ and $\bar{v}_{i}(0)$ and of the field $a_{k_{k}}(0)$ and $a_{k_{\mu}}^{+}(0)$, [Eq. (2.8)] leads to natural decomposition of the emitted field into spontaneous radiation and scattered radiation. Because of analytical properties of the resolvent functions, the initial state of oscillators cannot contribute to the spontaneous radiation at the point $\bar{r}$ before time $c t=\min \left(\left|\bar{r}-\bar{r}_{1}\right|,\left|\bar{r}-\bar{r}_{2}\right|\right)$. For times

$$
\min \left(\left|\bar{r}-\bar{r}_{1}\right|,\left|\bar{r}-\bar{r}_{2}\right|\right)<t c<\max \left(\left|\bar{r}-\bar{r}_{1}\right|,\left|\bar{r}-\bar{r}_{2}\right|\right)
$$

only one oscillator contributes. For later times both oscillator contribute, and the radiation is influenced by the interference effect.

To demonstrate causal properties of the scattered radiation, it is more convenient to express the initial data for field by the initial field distributions in space, i.e., $\bar{E}_{T}(\bar{r}, 0)$ and $\bar{B}(\bar{r}, 0)$ instead of $a_{\bar{k} \mu}(0)$ and $a_{k \mu}^{ \pm}(0)$.

That part of $\bar{K}_{i}$ which depends on the initial data for the field may be written as

$$
\begin{align*}
\bar{K}_{j}^{f}= & i z e \frac{(\hbar c)^{1 / 2}}{2 \pi m} \sum_{\mu} \int d^{3} k k^{1 / 2} \\
& \cdot \bar{e}_{\bar{k}_{\mu}}\left(\frac{a_{\overline{k \mu}}(0)}{z+i \omega} e^{i \bar{k} \cdot \bar{r}_{j}}-\frac{a_{k \mu}^{+}(0)}{z-i \omega} e^{-i \bar{k} \cdot \bar{r}_{j}}\right) \\
= & \frac{e}{4 \pi m c} \int d^{3} r^{\prime} \frac{e^{-z \mid \bar{r}_{j}-\bar{r}^{\prime} / / c}}{\left|\bar{r}_{j}-\bar{r}^{\prime}\right|} \\
& \times\left(\frac{z^{2}}{c} \bar{E}_{T}\left(\bar{r}^{\prime}, 0\right)+z \operatorname{curl} \bar{B}\left(\bar{r}^{\prime}, 0\right)\right) \tag{2.20}
\end{align*}
$$

where we have used the equation

$$
\begin{align*}
\sum_{v} \bar{e}_{\bar{k} \mu} a_{\bar{k} \mu}= & -i \frac{\pi}{(\hbar \omega)^{1 / 2}} \int \frac{d^{3} r}{(2 \pi)^{3}} e^{-i \bar{k} \cdot \bar{r}} \\
& \times\left[\bar{E}_{T}(\bar{r})-\frac{\bar{k}}{k} \otimes \bar{B}(\bar{r})\right] \tag{2.21}
\end{align*}
$$

plus the conjugate equation for $\Sigma_{\mu} \bar{e}_{\bar{k} \mu} a_{\vec{k} \mu}^{ \pm}$. Again, the scattered field at the point $\bar{r}$ is influenced by the initial field at the point $\bar{r}$ ' only for times $t$ for which the electromagnetic signal can travel from $\bar{r}$ ' to $\bar{r}$ via at least one oscillator.

It is worth adding at this point a remark about an alternative approach to the electric dipole interaction which is usually refered to as the $\bar{d} \cdot \bar{E}$ Hamiltonian. ${ }^{13,14.15}$ One can write down an alternative Hamiltonian to (2.1) in the form

$$
\begin{align*}
H= & \frac{1}{2 m}\left(\bar{\pi}_{1}^{2}+\bar{\pi}_{2}^{2}\right)+\frac{1}{2} m \omega_{0}^{2}\left(\bar{x}_{1}^{2}+\bar{x}_{2}^{2}\right) \\
& +\frac{1}{8 \pi} \int d^{3} r\left(\bar{E}^{2}+\bar{B}^{2}\right)-e\left(\bar{x}_{1} \cdot \bar{E}\left(\bar{r}_{1}\right)+\bar{x}_{2} \cdot \bar{E}\left(\bar{r}_{2}\right)\right) \\
& +2 \pi \int d^{3} r\left[\left(\bar{P}_{1}^{i}\right)^{2}+\left(\bar{P}_{2}^{1}\right)^{2}\right] \tag{2.22}
\end{align*}
$$

which is unitarily equivalent to (2.1) but has an advantage of containing no direct interaction between oscillators (explicitly!). In this description kinetic momenta $\bar{\pi}_{1}$ and $\bar{\pi}_{2}$ are canonical; they commute with photon creation and annihilation operators.

The whole difference between (2.1) and (2.22) is in the different definition of the radiation field.

Studying the Maxwell equation

$$
\begin{equation*}
\operatorname{div} \bar{E}=4 \pi \rho, \tag{2.23}
\end{equation*}
$$

we can write its general solution as a sum of the general solution of homogeneous equation and special solution of inhomogeneous equation. The latter is not unique. Consequently, the notion of the radiation field and the notion of the photon is not unique. The $\bar{p} \cdot \bar{A}$ interaction supplemented by the Coulomb gauge, used throught this paper, can be characterized by the special solution of $(2.23)$ which is given by the Poisson integral:

$$
\begin{equation*}
\bar{E}(\bar{r})=-\operatorname{grad}\left(\int \frac{\rho\left(\bar{r}^{\prime}\right)}{\left|\bar{r}-\bar{r}^{\prime}\right|} d^{3} r^{\prime}\right) \tag{2.24}
\end{equation*}
$$

On the other hand, in the $\bar{d} \cdot \bar{E}$ interaction, the special solution of the inhomogeneous equation is given by the following distribution:

$$
\begin{equation*}
\bar{E}(\bar{r})=4 \pi e \sum_{i=1}^{2} \bar{x}_{i} \delta\left(\bar{r}-\bar{r}_{i}\right)=4 \pi \bar{P}(\bar{r}) \tag{2.25}
\end{equation*}
$$

that is, it is proportional to the polarization. Of course, all physical situations described in terms of the initial distribution of electric and magnetic field may be equivalently described either way, but the answers are ususally a little different if the initial state is described in terms of its photon's contents. In particular, photon vacua in the presence of the excited system are different in both descriptions.

The vacuum of the $\bar{p} \cdot \bar{A}$ Hamiltonian analyzed in terms of photons entering the $\bar{d} \cdot \bar{E}$ Hamiltonian contains photons necessary to build the Coulomb dipole field in the whole space. On the other hand, the vacuum of the $\bar{d} \cdot \bar{E}$ Hamiltonian contains $\bar{p} \cdot \bar{A}$ type photons. Therefore, the notion of spontaneous emission (emission to the vacuum) is slightly differ-
ent in both cases. It manifests itself both for very short and very long times. In particular, $t$ powers of the nonexponential tail of the decay are different. ${ }^{14}$

It is worth stressing that the scattering amplitude is the same in both descriptions. In the remote future and remote past $\bar{x}_{i}$ excitation amplitudes tend to zero, and Eq. (2.23) becomes homogeneous and no nonuniqueness arises. Formal proof of the above statement can be found in Ref. 14.

## III. TIME EVOLUTION OF THE SYSTEM

To get time dependence of the solutions, we have to perform the inverse Laplace transformation of $\tilde{\bar{v}}_{i}(z)$ and $\bar{E}(\bar{r}, z)$. This inverse transformation is given by

$$
\begin{equation*}
\bar{v}(t)=\int_{\Gamma} \frac{d z}{2 \pi i} e^{z \tau} \tilde{\bar{v}}(z) \tag{3.1}
\end{equation*}
$$

The form of the solutions shows that the analytical properties of the resolvent functions $\left(\mathscr{H} \pm \mathscr{U}_{\|}\right)^{-1}$ and $\left(\mathscr{H} \pm \mathscr{U}_{\perp}\right)^{-1}$ are crucial for these inverse transformations. As is discussed in the Appendix, these functions are analytic functions of $z$ in the right half of the $z$ plane, $\operatorname{Re} z>0$, if separation of oscillators exceeds certain critical distance. The situation when the distance between oscillators is smaller than the critical one will be further discussed in connection with the static phase transition in the Dicke model (Sec. IV). For typical situations the contour of integration $\Gamma$ may be chosen parallel and to the right of the imaginary axis.

To perform these inverse Laplace integrals, we can use the theorem of residues. There are two different methods for evaluation of these integrals. The first one uses the poles of the integrand functions. Beyond some imaginary poles which are connected with field initial data terms, the others are poles of the resolvent functions.

The second approach uses the resolvent functions expanded into the power series [e.g., $\left(\mathscr{H}-\mathscr{U}_{\|}\right)^{-1}$ $\left.=\Sigma_{j=1}^{\infty} \mathscr{U}_{\|}^{j} \not \mathscr{H}^{-j-1}\right]$ and the inverse integrals are expressed in terms of single oscillator poles. The order of these poles is, however, increasing for higher terms in the expansion. Within this approach the solution explicitly demonstrates retardation effects in the coupling of both oscillators. It is particularly convenient for description of the short time behavior, for times of the order of few transit times.

On the other hand, the first method is particularly suitable for long time behavior. Then, one can take into account only poles which are nearest to the imaginary axis. In fact each resolvent function has two, mutually conjugate poles, which are close to the imaginary axis. These principal poles can be easily found by perturbation of the free oscillator poles. $\pm i \omega_{0}$, and they are known for a long time ${ }^{1-6}$ Beyond these poles, the resolvent functions, which are associated with exponential polynomials, have an infinite number of poles. ${ }^{16}$ All these poles are much further to the left from the imaginary axis; therefore their contribution is important only at the initial stage of the system's evolution.

We start from the first approach. The principal roots of the equations $\mathscr{H} \pm \mathscr{U}_{\|}=0$ and $\mathscr{H} \pm \mathscr{U}_{\perp}=0$ may be found using the small value of the coupling parameter $\gamma$ and the expansion

$$
\begin{equation*}
\zeta=\zeta_{0}+\gamma \zeta_{1}+\gamma^{2} \zeta_{2}+\cdots . \tag{3.2}
\end{equation*}
$$

As the first term $\zeta_{0}$ we choose the principal root of the single oscillator function $H$. It is assymptotically given by
$\zeta_{0}=i \widetilde{\omega}-\Gamma \simeq \frac{i \omega_{0}}{\left(1+\frac{2}{3} \gamma \Omega\right)^{1 / 2}}-\frac{1}{3} \frac{\gamma \omega_{0}^{2}}{\left(1+\frac{2}{3} \gamma \Omega\right)^{2}}+\cdots$.

In the neighborhood of $\zeta_{0}$ it is convenient to represent the function $\mathscr{H}$ in the form
$\mathscr{H}=A\left(z-\zeta_{0}\right)\left(z-\zeta_{0}^{*}\right)$,
where $A=\frac{z-\zeta_{3}}{z+\Omega} \simeq 1+\frac{2}{3} \gamma \frac{\Omega^{2}}{\Omega+i \omega_{0}}$.
$\left[\zeta_{3} \simeq-\Omega\left(1+\frac{2}{3} \gamma \Omega\right)\right.$ is the third root of $\mathscr{H}$.] For $\mathscr{H} \mp \mathscr{U}_{\|}$ we get

$$
\begin{align*}
&\left.\zeta_{1}^{\|} \left\lvert\, \begin{array}{l}
s \\
a
\end{array}\right.\right\}= \pm \frac{1}{i \widetilde{\omega} A} e^{-\zeta_{0} \rho}\left(\frac{\zeta_{0}}{\rho^{2}}+\frac{1}{\rho^{3}}\right),  \tag{3.6a}\\
& \zeta_{2\left\{\begin{array}{l}
s \\
a
\end{array}\right\}=} \frac{1}{2 \widetilde{\omega}^{3}} e^{-2 \zeta_{\rho} \rho}\left(\frac{\zeta_{0}}{\rho^{2}}+\frac{1}{\rho^{3}}\right) \\
& \times\left[\frac{2 \widetilde{\omega} \zeta_{0}}{\rho}-i\left(\frac{\zeta_{0}}{\rho^{2}}+\frac{1}{\rho^{3}}\right)\right], \tag{3.6b}
\end{align*}
$$

and for zeros of $\mathscr{H} \pm \mathscr{U}_{\perp}$

$$
\begin{align*}
& \zeta_{1, s\}}^{1}= \pm \frac{i}{2 \widetilde{\omega} A} e^{-\operatorname{Sop}_{a}}\left(\frac{\zeta_{0}^{2}}{\rho}+\frac{\zeta_{0}}{\rho^{2}}+\frac{1}{\rho^{3}}\right), \\
& \zeta_{2\left[\begin{array}{l}
s \\
a
\end{array}\right]}^{\perp}=-\frac{e^{-2 \zeta_{0} \rho}}{4 \widehat{\omega}^{2}}\left(\frac{\zeta_{0}^{2}}{\rho}+\frac{\zeta_{0}}{\rho^{2}}+\frac{1}{\rho^{3}}\right) \\
& \times\left[\frac{i}{2 \widetilde{\omega}}\left(\frac{\zeta_{0}^{2}}{\rho}+\frac{\zeta_{0}}{\rho^{2}}+\frac{1}{\rho^{3}}\right)+\frac{\zeta_{0}}{\rho}-\zeta_{0}^{2}\right] . \tag{3.6c}
\end{align*}
$$

Obviously the complex conjugate values are also roots of these equations.

The imaginary and real parts of these roots describe the frequency of oscillations and decay constants for different cooperative modes of the system. Their dependence on the separation of oscillators was discussed, e.g., in Ref. 5.

Applying these principal poles, one can find approximate solutions for the motion of oscillators and radiation field. For the moment we will consider those parts of Eq. (2.13) which depend on the initial state of oscillators only. The contribution of the initial excitation of the electromagnetic field will be discussed in the next section, where we deal with the scattering.

The assymptotic motion for all four modes of the system is given by ( $\eta=\omega_{0} \rho$ )

$$
\begin{aligned}
\bar{v}_{\left.\| \left\lvert\, \begin{array}{l}
s \\
l
\end{array}\right.\right\}}(t) \simeq & \bar{x}_{\|\left|\left.\right|_{a} ^{s}\right|}(0)\left(\omega_{0} \mp \frac{2 \gamma}{\rho^{3} \omega_{0}}\right) \\
& \times \operatorname{Re}\left\{i e ^ { \zeta \{ \| _ { a } ^ { 2 } } \left[1-\frac{1}{3} \gamma \Omega+\frac{2}{3} \gamma \omega_{0} \pm \gamma \omega_{0} e^{-i \eta}\right.\right. \\
& \left.\left.\times\left(\frac{1}{\eta^{3}}+\frac{i}{\eta^{2}}-\frac{1}{\eta}\right)\right]\right\}+\bar{v}_{\|\left\{\begin{array}{l}
s \\
a
\end{array}\right\}^{\prime}(0)} \\
& \times \operatorname{Re}\left\{e^{\zeta\left\{\|_{a}^{t}\right.}\left(1-\frac{2}{3} \gamma \Omega+i \gamma \omega_{0} \mp \gamma \omega_{0} \frac{e^{-i \eta}}{\eta}\right)\right\}
\end{aligned}
$$

$$
\begin{align*}
& + \text { field contribution } \\
& \left.\bar{v}_{\left.L_{\{ }^{s}\right\}}^{a}\right\}^{s} \simeq \bar{x}_{\left.{ }_{1} \left\lvert\, \begin{array}{l}
s \\
a
\end{array}\right.\right\}}(0)\left(\omega_{0} \pm \frac{\gamma}{\rho^{3} \omega_{0}}\right) \\
& \times \operatorname{Re}\left\{i e ^ { \zeta | | ^ { t } | ^ { \prime } } \left[1-\frac{1}{3} \gamma \Omega+\frac{2}{3} i \gamma \omega_{0} \pm \frac{1}{2} \gamma \omega_{0} e^{-i \eta}\right.\right. \\
& \left.\left.\times\left(i-\frac{i}{\eta^{2}}-\frac{1}{\eta^{3}}\right)\right]\right\}+\bar{v}_{{ }_{1}\left\{\left.\begin{array}{l}
s \\
a
\end{array} \right\rvert\,\right.}(0) \\
& \times \operatorname{Re}\left\{e^{{ }^{\zeta}|\cdot|^{2}}\left[1-\frac{2}{3} \gamma \Omega+i \gamma \omega_{0} \pm \frac{1}{2} \gamma \omega_{0} e^{-i \eta}\left(i-\frac{1}{\eta}\right)\right]\right\} \\
& + \text { field contribution. } \tag{3.7b}
\end{align*}
$$

The amplitudes of oscillations, given by the residua of $\left(\mathscr{H} \mp \mathscr{U}_{\|, 1}\right)^{-1}$ and $z\left(\mathscr{H} \mp \mathscr{U}_{\|, 1}\right)^{-1}$ include first order term in $\gamma$ while the second order terms are taken into account in the oscillation frequency.

Velocities of charges (and hence positions) exhibit damped oscillations. Each normal component has its own life time and frequency. Therefore, the spectrum of radiation may be quite complicated. In the general case it is composed of four peaks (they may overlap) of different widths and hights.

For a small system $r_{12}<\lambda$ or $\eta<2 \pi$ the decay constants are equal to

$$
\begin{align*}
& \Gamma_{\| s}=\frac{2}{3} \gamma \omega_{0}^{2}\left(1-\frac{1}{20} \eta^{2}\right), \quad \Gamma_{\perp s}=\frac{2}{3} \gamma \omega_{0}^{2}\left(1-\frac{1}{10} \eta^{2}\right),  \tag{3.8}\\
& \Gamma_{\| a}=\frac{1}{30} \gamma \omega_{0}^{2} \eta^{2}, \quad \Gamma_{\perp a}=\frac{1}{15} \gamma \omega_{0}^{2} \eta^{2} .
\end{align*}
$$

The decay times for symmetric excitations are almost two times shorter than for a single isolated oscillator. That is caused by a cooperative emission. On the other hand, the antisymmetric vibrations have very long life time. Their decay is due to the higher multipole radiation, which is very weak.

The frequency shifts of different modes of the system measured with respect to the single oscillator frequency $\widetilde{\omega}$, are equal to:


FIG. 1. Position of poles for the resolvent function of the longitudinal symmetric mode.

TABLE I.

|  | $\begin{aligned} & \text { Position term } \\ & \operatorname{Re} \text { Res } \frac{1}{\mathscr{H}-\mathscr{H}_{\\|}} \end{aligned}$ | Velocity term $\operatorname{Re} \operatorname{Res} \frac{z}{\mathscr{H}-\mathscr{U}_{\mu}}$ |
| :---: | :---: | :---: |
| 1 Principal pair of poles | $1.2068 \times 10^{-8}$ | $1-667.2 \times 10^{-8}$ |
| $2 \quad \begin{aligned} & \text { First pair of subsi- } \\ & \text { diary poles }\end{aligned}$ | $446007.3846 \times 10^{-8}$ | $-9.72 \times 10^{-2}$ |
| 3 Sum of $N$ pairs of subsidiary poles |  |  |
| $N=10$ | $444522.1 \times 10^{-8}$ | -0.376 |
| $N=5000$ | $1011.9534 \times 10^{-8}$ | $-\frac{1}{2}+29112.8 \times 10^{-8}$ |
| $3^{\prime} \quad N=40000$ | $125.4436 \times 10^{-8}$ | $-\frac{1}{2}+4486.4 \times 10^{-8}$ |
| 4 asymptotic expressions | $-126.6514 \times 10^{-8}$ | $-3820.0 \times 10^{-8}$ |
| $1+3^{\prime}+4$ | $-0.0008 \times 10^{-8}$ | $\frac{1}{2}-0.8 \times 10^{-8}$ |

$\Delta \omega_{\|\left\{\begin{array}{l}s \\ a\end{array}\right\}}=\mp \gamma \omega_{0}^{2}\left(\frac{1}{\eta^{3}}+\frac{1}{2 \eta}-\frac{1}{8} \eta\right)$,
$\Delta \omega^{\left[\begin{array}{l}s \\ a\end{array}\right\}}<{ }^{2}= \pm \frac{\gamma \omega_{0}^{2}}{2}\left(\frac{1}{\eta^{3}}-\frac{1}{2 \eta}+\frac{3}{8} \eta\right)$.
The shifts of the symmetric parallel and transverse modes are of opposite sign. For the transverse symmetric mode the dipole Coulomb field of one oscillator increases the force acting on the second one, unlike the case for the parallel mode when this force is decreased.

It is evident that the solution based on principal poles is not valid for short times. Then, one has to take into account also contributions from all subsidiary poles. Similarly to the exponential polynomials, the resolvent functions have infinite number of poles (Fig. 1). We illustrate their role showing their contribution to match initial data. Without the subsidiary poles, the formulas (3.7) taken at $t=0$ are in a disagreement with the initial data. Although the disagreements are small, they are of the same order as the relevent physical quantities like the frequency shifts and decay constants, and it is worthwhile to comment about possible improvements.

Let us consider, as an example, the parallel symmetric mode connected with function $\mathscr{H}-\mathscr{U}_{\|}$. The initial data conditions require that

$$
\begin{align*}
& \lim _{t \rightarrow 0^{\prime}}\left(g(t)=\int_{\Gamma} \frac{d z}{2 \pi i} \frac{e^{z t}}{\mathscr{H}-\mathscr{U}_{\|}}\right)=0  \tag{3.10}\\
& \lim _{t \rightarrow 0^{+}}\left(f(t)=\int_{\Gamma} \frac{d z}{2 \pi i} \frac{z e^{z t}}{\mathscr{H}-\mathscr{U}_{\|}}\right)=1
\end{align*}
$$

Using standard method, ${ }^{16}$ one can find the values of the asymptotic poles of the resolvent function valid for large integer $k$

$$
\begin{align*}
z_{k}= & -\frac{1}{\rho}\left(\ln \frac{\pi \rho k}{\gamma}-\frac{1}{4 k}\right)-i\left[\frac{\pi}{\rho}\left(2 k-\frac{1}{2}\right)\right. \\
& \left.+\frac{\ln (\pi k \rho / \gamma)+1}{2 \pi \rho k}\right]+O\left(k^{-2}\right) \tag{3.11}
\end{align*}
$$

For small $k$ this formula is not valid, but may be used as a starting point for a numerical search of poles.

Fitting the initial data requires high accuracy and com-
puter analysis. The computer gives the position of principle and subsidiary poles, calculated residua of the integrand functions, and sums them. The high accuracy is required because of a slow convergence of the series. The computer summed up contributions from 40000 poles. The remaining terms were taken into account analytically using asymptotic formulas. Table I illustrates the procedure and final result. We have assumed $\rho \omega_{0}=1, \gamma \omega_{0}=10^{-8}, \Omega / \omega_{0}=10^{3}$. The improvement of the position term is evident. Notice that the first subsidiary poles give correction which exceeds the initial discrepency by five orders of magnitude. A slow convergence of the series of residua results in the fact that with 40000 of them the deviation is still two orders of magnitude worse than the initial error. Then, however, we can use the asymptotic formula, matching finally the initial data three orders of magnitude better than the principal poles contribution did.

The properties of the velocity term are not so evident. The initial discrepancy from 1 seems to be equal to $7 \times 10^{-6}$. Adding all contributions, we get the value very close to $\frac{1}{2}$, namely $\frac{1}{2}-0.8 \times 10^{-8}$. This is because, summing all residua, we get $f(0)$ not $f\left(0^{+}\right)$, which fits the initial data. As the function $f(t)$ is discontinuous and, as $f(t<0)=0$, we have $f\left(0^{+}\right)=2 f(0)$ and with the help of residua we get $f\left(0^{+}\right)=1-1.6 \times 10^{-8}$, which is quite good even in comparison with the erroneous treatment of the "principal poles" values. It remains, however, a puzzle as to why the value obtained with principal poles only is so clase to 1 which might suggest that the assymptotic function is also good for short times.

The above test shows how crucial all subsidiary poles are for short time behavior. The subsidiary poles are separated from the imaginary axis by a distance $\sigma \approx(1 / \rho) \ln (\pi \rho / \gamma)$. Therefore, their contribution dies in time with the decay time $T_{s}=\sigma^{-1}$, which is a fraction of the transit time for a light passing between oscillators. This does not mean that the asymptotic solutions based on the principal poles are valid for such short times. Large values of residua at the principal poles results in the fact that their contribution survives for many decay times $T_{s}$. The second method, which will be discussed now, shows that the asymptotic solutions given by Eqs. (3.7) are valid after several transit times.

The above discussion shows that it is not very convenient to describe a short time behavior using the first method. In that case the second, based on the single oscillator poles, is much more convenient. It is illustrated again for the $\bar{v}_{\| s}$ mode.

The resolvent function entering the integrands can be expanded as follows:

$$
\begin{equation*}
\frac{1}{\mathscr{H}-\mathscr{U}_{\|}}=\sum_{n=0}^{\infty} \frac{\mathscr{U}_{\|}^{n}}{\mathscr{H}^{n+1}} . \tag{3.12}
\end{equation*}
$$

Applying this expansion, we can write

$$
\begin{align*}
\bar{v}_{\| s}(t)= & \sum_{n=0}^{\infty} \int \frac{d z}{2 \pi i}(2 \gamma)^{n} \frac{e^{z(t-n \rho)}\left(z / \rho^{2}+1 / \rho^{3}\right)}{[\mathscr{H}(z)]^{n+1}} \\
& \times\left[-\left(\omega_{0}^{2}-\frac{2 \gamma}{\rho^{3}}\right) \bar{x}_{\| s}(0)+z \bar{v}_{\| s}(0)\right] \\
& + \text { field contribution } \\
= & -\left(\omega_{0}^{2}-\frac{2 \gamma}{\rho^{3}}\right) \bar{x}_{\| s}(0) g(t)+f(t) \bar{v}_{s}(0) \\
& + \text { field contribution } \tag{3.13}
\end{align*}
$$

In spite of the fact that the upper limit of the sum is infinite, for finite times there are only a finite number of terms, namely $N=\operatorname{int}(t / \rho)$, which contribute to the sum. Indeed, for $n>N$ the contour $\Gamma$ can be shifted to the right to $+\infty$ and all integrals vanish.

The poles which determine the values of relevant terms coincide with the poles of one oscillator resolvent function $\mathscr{H}^{-1}$. The order of these poles in subsequent terms grows. It is therefore difficult to use this method for exact treatment of the long time behavior. On the other hand, one has no difficulties for short times. For example, it is very easy to check the initial data condition. Then, there is only one term relevant (with $n=0$ ), and because the point at infinity has no essential singularity, the value of $\bar{v}\left(0^{+}\right)$is given by the limit

$$
\begin{equation*}
\bar{v}_{\| s s}\left(0^{+}\right)=\lim _{z \rightarrow \infty} z \tilde{\bar{v}}_{\| s}(z)=\bar{v}_{\| \mid s}(0) . \tag{3.14}
\end{equation*}
$$

Before the light signal passes the distance between oscillators, the motion of each oscillator is not modified by the presence of the second one. At $t=\rho$ we have to add a new term to $\bar{v}(t)$. It expresses the mutual influence of oscillators on their evolution, which is due to radiation emitted by one oscillator and absorbed by the second oscillator. The third term, which we must include for $t \geqslant 2 \rho$, includes also the radiation emitted by one oscillator scattered by the second one and reabsorbed by the first one. This effect interferes with another one caused by spontaneous radiation emitted at time $\rho<t<2 \rho$ by the second oscillator. As time grows, the number of possible processes dramatically increases.

For long time behavior not all the processes are of equal importance. Due to the small value of the coupling parameter ( $\gamma \omega_{0} \approx 10^{-8}$ for atomic parameters) the subsequent terms give smaller contributions. For large $t$, one can sum the leading terms finding a proper asymptotic behavior found within the first method. The procedure below, extends the method presented in Ref. 6.

Substituting in (3.13) the approximate expression (3.4) for $\mathscr{H}$ and calculating the residua, we get (we skip indices $\|, s)$

$$
\begin{align*}
g(t)= & 2 \operatorname{Re} \sum_{n=0}^{i n t(t / \rho)} \frac{1}{A}\left(\frac{2 \gamma}{A}\right)^{n} \frac{1}{n!} \frac{d^{n}}{d t^{n}} \\
& \times\left.\frac{e^{z(t-n \rho)}\left(z / \rho^{2}+1 / \rho^{3}\right)^{n}}{\left(z-\zeta_{0}^{*}\right)^{n+1}}\right|_{z-\zeta_{0}} \\
\simeq & \operatorname{Re} \frac{e^{\xi_{0} t}}{i \widetilde{\omega} A} \sum_{n=0}^{i n t(t / \rho)} \frac{\alpha^{n}}{n!}\left[t^{n}+t^{n-1}\left(a n^{2}+b n\right)+\cdots\right], \\
\alpha= & \frac{\gamma}{i \widetilde{\omega} A} e^{-\zeta_{0} \rho\left(\frac{\zeta_{0}}{\rho^{2}}+\frac{1}{\rho^{3}}\right)=\gamma \zeta_{1},} \\
a= & -\frac{\zeta_{0}}{\rho\left(\zeta_{0} / \rho^{2}+1 / \rho^{3}\right)}-\frac{1}{2 i \widetilde{\omega}}, \quad b=-\frac{1}{2 \overparen{\omega}}, \tag{3.15}
\end{align*}
$$

For times which are of the order of the decay time and which are of a physical interest, only a certain number of initial terms, much less than $N=\operatorname{int}(t / \rho)$, determine the value of the function $g(t)$. As the remaining terms are very small, we will make a very small error extending the summation to infinity. Then we get

$$
\begin{align*}
g(t)= & \operatorname{Re} \frac{e^{\left(\zeta_{0}+\gamma \zeta_{1}\right) t}}{i \omega_{0}}\left[1-\frac{1}{3} \gamma \Omega+\frac{2}{3} i \omega_{0} \gamma\right. \\
& \left.+\gamma \widetilde{\omega} e^{-i \eta}\left(\frac{1}{\eta^{3}}+\frac{i}{\eta^{2}}-\frac{1}{\eta}\right)+\gamma^{2} \zeta_{2} t\right] \tag{3.16}
\end{align*}
$$

This expression is in agreement with formulas (3.7a) found using principal poles. Only the second order correction to the position of the pole, $\gamma^{2} \zeta_{2}$, appears here as the time dependent amplitude correction.

In the same way one can find the agreement for the velocity factor $f(t)$. Milloni and Knight ${ }^{6}$ kept only $t^{n}$ terms, getting the proper first order correction to frequency shift and life time but not the amplitude.

## IV. INSTABILITY REGION

Up to now we have considered normal situations when the separation of oscillators exceeds a certain critical distance and the resolvent functions have no poles in the right half-plane of complex $z$ plane. If the separation is smaller, there are poles to the right from the imaginary axis, which means instability in the model. Similar instability was also found in the scalar field model in Ref. 8.

Consider the function $\mathscr{H}(z)-\mathscr{U}_{\|}(z)$, which describes the symetric vibration of longitudinal mode. This function has one real and positive zero, if

$$
\begin{equation*}
\omega_{0}^{2}<2 e^{2} / m r^{3} \tag{4.1}
\end{equation*}
$$

Indeed, then $\mathscr{H}(0)-\mathscr{U}_{\|}(0)<0$ but $\lim _{z \rightarrow+\infty}[\mathscr{H}(z)$ $\left.-\mathscr{U}_{\|}(z)\right]=+\infty$. Due to this zero and instability, the total dipole moment of oscillators is exponentially growing in time.

This instability is exactly the same as the recently discussed ${ }^{10,11}$ appearance of the macroscopic polarization in the system of two-level atoms interacting with the electromagnetic field, with Coulomb dipole-dipole interaction taken into account. This polarization develops if the density of two-level atoms exceeds a certain critical value. A similar instability occurs also in a spherical system of many oscillators. ${ }^{17}$

One can easily understand that linear character of oscil-
lators produces unbounded effects once a distance between oscillators is smaller than the critical one.

Since the "catastrophe" we are discussing now is at zero frequency (for real $z$ ), it can be easily understood from purely electrostatic considerations.

Two oscillators interacting through dipole-dipole force obey the following Newton equations:

$$
\begin{equation*}
m \ddot{\bar{x}}_{1,2}=-m \omega_{0}^{2} \bar{x}_{1,2}-e^{2} \frac{\hat{I}-3 \bar{n} \otimes \bar{n}}{r^{3}} \bar{x}_{2,1} . \tag{4.2}
\end{equation*}
$$

For the longitudinal mode $\bar{x}_{\| s}=\bar{n}\left[\bar{n} \cdot\left(\bar{x}_{1}+\bar{x}_{2}\right)\right]$ we get

$$
\begin{equation*}
m \ddot{x}_{\| i s}=\left(2 e^{2} / r^{3}-m \omega_{0}^{2}\right) \bar{x}_{i \mid s} \tag{4.3}
\end{equation*}
$$

from which we get immediately the instability condition (4.1).

There are two remarks to be added:
(i) One can easily get instability with finite displacement of both oscillators (spontaneous generation of finite total dipole moment) by taking into account Coulomb interaction between different charges constituting oscillators exactly and not in dipole-dipole form.
(ii) If elastic force binding oscillators is of electrostatic origin, $\omega_{0}$ is not a free parameter, but $\omega_{0}^{2}=e^{2} / m d^{3}$. Therefore, the instability condition requires such two extended atoms to overlap. In this case none of this results really holds. For this reason there is probably also very little physics in the static phase transition for two-level atoms. The density required would cause electronic shells of atoms to overlap.

## V. SCATTERING PROBLEM

The scattering problem was considered by Lyuboshitz, ${ }^{2}$ who applied equations describing the scattering by many centers. Now, we shall present the derivation of the scattering cross section starting from our general solution of the initial value problem. In this solution, we have distinguished terms which describe the scattering of electromagnetic radiation. These terms contain initial field operators $a_{\bar{p} \mu}(0)$ and $a_{\bar{p} \mu}^{+}(0)$ [or equivalently $\bar{E}_{T}(\bar{r}, 0)$ and $\left.\bar{B}(\bar{r}, 0)\right]$. This scattered

part of the photon creation operator $a_{k \mu}^{+}(z)$ is given by

$$
\begin{aligned}
a_{\kappa \mu}^{+\mathrm{sc}}(z)= & -\frac{e^{2}}{4 \pi^{2} m} \frac{z}{(z-i \omega) \omega^{1 / 2}} \sum_{v} \int d^{3} p p^{1 / 2} \\
& \times\left(\frac{a_{\bar{p} v}^{+}(0)}{z-i \omega_{p}} F_{\mu \nu}(\bar{k}, \bar{p} ; z)+\frac{a_{\bar{p} v}(0)}{z+i \omega_{p}} F_{\mu v}^{*}(\bar{k}, \bar{p} ; z)\right),
\end{aligned}
$$

where

$$
\begin{aligned}
F_{\mu v}(\bar{k}, \bar{p} ; z)= & \left(e^{i(\bar{k}-\bar{p}) \bar{F}_{1}}+e^{i\left(\bar{k}-\bar{p} \bar{r}_{2}\right.}\right)\left[\alpha(z)\left(\bar{e}_{\bar{p} v} \cdot \vec{n}\right)\left(\bar{e}_{\bar{k} \mu} \cdot \bar{n}\right)\right. \\
& \left.+\beta(z)\left(\bar{e}_{\bar{p} v} \cdot \bar{e}_{k \mu}\right)\right]+\left(e^{i\left(\bar{k} \bar{r}_{1}-\bar{p} r_{2}\right)}+e^{i\left(\bar{k} \bar{r}_{2}-\bar{p} \bar{r}_{1}\right)}\right) \\
& \left.\times \quad\left(\bar{e}_{\bar{p} v} \cdot \vec{n}\right)\left(\bar{e}_{\overline{k_{\mu}} \mu} \cdot \vec{n}\right)+\delta(z)\left(\bar{e}_{\bar{p} v} \cdot \bar{e}_{\bar{k}_{\mu}}\right)\right]
\end{aligned}
$$

and the functions $\alpha(z), \beta(z), \gamma(z)$, and $\delta(z)$ are given by Eqs. (2.15).

We have previously used this expression for reconstruction of the scattered field in space and in the discussion of its causal properties. However, in a typical scattering experiment such a detailed information about the scattered field is not controlled. What is usually measured is a scattering cross section.

To extract the scattering cross section, we have to specify the initial data for the field to be a monochromatic plane wave. Assuming that the field is in a coherent state, it is enough to know mean values for the field strengths:

$$
\begin{align*}
& \left\langle\bar{E}_{T}(\bar{r}, t=0)\right\rangle=\bar{\epsilon}_{0} \mathscr{C}_{0} \sin (\bar{p} \cdot \vec{r})  \tag{5.1a}\\
& \langle\bar{B}(\bar{r}, t=0)\rangle=\left(\hat{p} \times \bar{\epsilon}_{0}\right) \mathscr{E}_{0} \sin (\bar{p} \cdot \bar{r}) \tag{5.1b}
\end{align*}
$$

Using relation (2.21), we find that the expectation values for $a_{\bar{q} v}(0)$ and $a_{\bar{q} v}^{+}(0)$ are

$$
\begin{align*}
\sum_{v} \bar{e}_{\bar{q} v}\left\langle a_{\bar{q} v}(0)\right\rangle & =-\frac{2 \pi}{\left(\omega_{p} \hbar\right)^{1 / 2}} \mathscr{E}_{0} \bar{\epsilon}_{0} \delta^{(3)}(\bar{q}-\bar{p}) \\
& =\sum_{v} \bar{e}_{\bar{q} v}\left(a_{\bar{q} v}^{+}(0)\right\rangle \tag{5.2}
\end{align*}
$$

With the help of these expressions we can compute expecta-


FIG. 2. Differential cross section as a function of frequency, $\Delta \omega=\omega-\omega_{0}\left(1-\frac{1}{3} \gamma \Omega\right)$ for different separation of oscillators. The scattering parameters are $\mathbf{n}=\left(1 / 2^{1 / 2}\right)(1,1,0), \mathbf{k}_{i}=(0,1,0), \mathbf{k}_{f}=\left(1 / 2^{1 / 2}\right)(0,1,1), \mathbf{e}_{i}=\mathbf{e}_{f}=(1,0,0)$.
tion values of the scattered part of the field. When doing so, we get terms of different type. For $t \rightarrow \infty$ we can neglect terms resulting from poles of the resolvent functions $\left(\mathscr{H} \pm \mathscr{U}_{\| \mid}\right)^{-1}$ and $\left(\mathscr{H} \pm \mathscr{U}_{1}\right)^{-1}$ (they are damped) and counter-rotating terms because of their nonresonant and purely oscillatory character.

Remaining is the expression of the following type:

$$
\begin{align*}
\left\langle a_{k \mu}^{+ \text {+c }}(t)\right\rangle \underset{t \rightarrow \infty}{\rightarrow} & +i \frac{e^{2}}{4 \pi^{2} m} \omega^{1 / 2} \frac{2 \pi}{\hbar^{1 / 2}} \mathscr{C}_{0} F_{\mu 0}(\bar{k}, \bar{q} ; i \omega) \\
& \times \frac{e^{i \omega t}-e^{i \omega_{q} t}}{i\left(\omega-\omega_{q}\right)} \tag{5.3}
\end{align*}
$$

The density of the energy flux for scattered light in the direction $\hat{k}$ and polarization $\mu$ is given by
$\bar{S}_{\overline{k \mu}}(\omega, t)=\hat{k} \hbar \frac{\omega^{3}}{c^{3}} a_{\overline{k v}}^{+\mathrm{sc}}(t) a_{k v}^{\mathrm{sc}}(t)$,
where the normalization is such that $\Sigma_{\mu} \int d \omega \int d \Omega \bar{S}_{\bar{k}_{\mu}}$ gives the total energy flux of the scattered field. The expectation value of the operator $\bar{S}_{\overline{k \mu}}(\omega, t)$ can be calculated with the help of the mean values $\left\langle a_{k \mu}^{\mathrm{sc}}(t)\right\rangle$ and $\left\langle a_{k \mu}^{+\mathrm{sc}}(t)\right\rangle$. The other terms are negligible when $t \rightarrow \infty$.

The differential cross section is defined by the limit

$$
\begin{equation*}
\frac{d \sigma_{\mu}(\bar{k})}{d \Omega}=\lim _{t \rightarrow \infty} \frac{\left\langle\bar{S}_{\bar{k} \mu}(\omega, t)\right\rangle}{t|\bar{S}|} \tag{5.5}
\end{equation*}
$$

where $|\bar{S}|=(c / 2 \pi) \mathscr{C}_{0}^{2}$ is the mean density of the energy flux for the initial field. The time $t$ appearing in the denominator gives the density of energy flux of scattered light per unit time.

The linear growth of the numerator is recovered from the familiar formula
$\lim _{t \rightarrow \infty}\left\{\left[1-\cos \left(\omega-\omega_{P}\right) t\right] /\left(\omega-\omega_{P}\right)^{2}\right\} \rightarrow \pi t \delta\left(\omega-\omega_{p}\right)$.
The presence of the function $\delta\left(\omega-\omega_{p}\right)$ means that we have only the elastic scattering. For the scattering differential cross section we get
$\frac{d \sigma_{\mu}(\omega)}{d \Omega_{\hat{k}}}=\frac{e^{2} \omega^{4}}{m^{2} c^{4}}\left|F_{\mu \nu}(\bar{k}, \stackrel{\rightharpoonup}{p} ; i \omega)\right|^{2}$,
and, writing $\left|F_{\mu \nu}\right|^{2}$ explicitly,

$$
\begin{align*}
\frac{d \sigma_{\mu}(\omega)}{d \Omega}= & 2 \frac{e^{2} \omega^{4}}{m^{2} c^{4}}\left(\{ 1 + \operatorname { c o s } [ \overline { r } _ { 1 2 } \cdot ( \overline { k } - \overline { p } ) ] \} \left\{|\alpha(i \omega)|^{2} A_{\mu 0}^{2}\right.\right. \\
& \left.+|\beta(i \omega)|^{2} B_{\mu 0}^{2}+2 A_{\mu 0} B_{\mu 0} \operatorname{Re}\left[\alpha(i \omega) \beta^{*}(i \omega)\right]\right\} \\
& +\left\{1+\cos \left[\bar{r}_{12} \cdot(\bar{k}+\bar{p})\right]\right\}\left\{|\gamma(i \omega)|^{2} A_{\mu 0}^{2}\right. \\
& \left.+|\delta(i \omega)|^{2} B_{\mu 0}^{2}+2 A_{\mu 0} B_{\mu 0} \operatorname{Re}\left[\gamma(i \omega) \delta^{*}(i \omega)\right]\right\} \\
& +2\left(\cos \bar{r}_{12} \cdot \bar{p}+\cos \bar{r}_{12} \cdot \bar{k}\right) \operatorname{Re}\left\{A_{\mu 0}^{2} \alpha(i \omega) \gamma^{*}(i \omega)\right. \\
& +B_{\mu 0}^{2} \beta(i \omega) \delta^{*}(i \omega)+A_{\mu 0} B_{\mu 0}\left[\alpha(i \omega) \delta^{*}(i \omega)\right. \\
& \left.\left.\left.+\beta(i \omega) \gamma^{*}(i \omega)\right]\right\}\right) \tag{5.8}
\end{align*}
$$

where

$$
A_{\mu 0}=\left(\bar{e}_{\bar{k} \mu} \cdot \bar{n}\right)\left(\bar{n} \cdot \bar{\epsilon}_{0}\right), \quad B_{\mu 0}=\bar{e}_{\vec{k} \mu} \cdot \bar{\epsilon}_{0}
$$

This expression exhibits resonant and interference effects in the scattering. The spectrum is composed of four peaks resulting from principal poles of the functions $\alpha, \beta, \gamma$, and $\delta$.

For separation of oscillators $r_{12}>\lambda$ these peaks overlap, producing single resonance. For $r \ll \lambda$ all peaks are separated. In that case, in the vicinity of all resonances we can get approximate expressions for the cross section. Near the resonance of the transverse symmetric mode we have

$$
\delta=\beta=-\alpha=-\gamma=1 / 2\left(\mathscr{H}+\mathscr{U}_{1}\right)
$$

and for the cross section we get

$$
\begin{align*}
\frac{d \sigma_{\mu}}{d \Omega_{\hat{k}}}= & 4 \frac{e^{4} \omega^{4}}{m^{2} c^{3}}\left[\left(\bar{e}_{\bar{k} \mu} \cdot \vec{n}\right)\left(\bar{\epsilon}_{0} \cdot \vec{n}\right)-\left(\bar{e}_{\bar{k} \mu} \cdot \bar{\epsilon}_{0)}\right]^{2}\right. \\
& \times \frac{1-\frac{1}{4}(\bar{k} \bar{r})^{2}-\frac{1}{4}(\bar{p} \bar{r})^{2}+\cdots}{\left(\omega^{2}-\omega_{s I}^{2}\right)^{2}+\left(\frac{{ }_{3}^{2}}{3} e^{2} \omega_{0}^{3} m c^{3}\right)^{2}} \tag{5.9}
\end{align*}
$$

For the resonance of the transverse antisymmetric mode the corresponding expressions are

$$
\beta=\gamma=-\alpha=-\delta=\frac{1}{2} \frac{1}{\left(\mathscr{H}-U_{1}\right)},
$$

and

$$
\begin{align*}
\frac{d \sigma_{\mu}}{d \Omega_{\hat{k}}}= & \frac{1}{4} \frac{e^{4} \omega^{4}}{m^{2} c^{3}}\left[\left(\bar{e}_{\bar{k} \mu} \cdot \bar{n}\right)\left(\bar{\epsilon}_{0} \cdot \bar{n}\right)-\left(\bar{e}_{\bar{k} \mu} \bar{\epsilon}_{0)}\right]^{2}\right. \\
& \times \frac{(\bar{r} \cdot \bar{k})^{2}(\bar{r} \cdot \bar{p})^{2}}{\left(\omega^{2}-\omega_{a 1}^{2}\right)^{2}+\left[\frac{2}{15}\left(e^{2} \omega_{0}^{3} / m c^{3}\right) \eta^{2}\right]^{2}} \tag{5.10}
\end{align*}
$$

For the longitudinal mode resonances the polarization term is replaced by $\left[\left(\bar{\epsilon}_{0} \cdot \bar{n}\right)\left(\bar{e}_{\bar{k} \mu} \cdot \vec{n}\right)\right]^{2}$ and in the denominator we have the functions $\left|\mathscr{H}-\mathscr{U}_{\|}\right|^{2}$ and $\left|\mathscr{H}+\mathscr{U}_{\|}\right|^{2}$ for symmetric and antisymmetric modes respectively.

Notice that at the exact resonances the magnitudes of the cross section for the symmetric and antisymmetric modes are of the same order. Only the widths of the antisymmetric modes are much smaller than width of the symmetric ones, making the symmetric resonances much stronger and easier to detect.

Some examples of the geometrical and spectral properties of the scattering are displayed in Figs. 2a, 2b and 3.

We point out Fig. 3, which shows the situation when the back scattering exceeds 2.5 times the forward scattering.

Summing over the final polarizations and integrating over directions of the scattered radiation, one can find the total cross section. Below, we give the value of the total cross section for unpolarized incoming radiation when both oscillators, separated by a distance $r$, are randomly oriented:

$$
\begin{align*}
& \sigma(\omega, r)=\frac{16 \pi e^{4} \omega^{4}}{m^{2} c^{4}}\left(\left[|\alpha|^{2}+|\gamma|^{2}+2 \operatorname{Re}\left(\alpha \beta^{*}+\gamma \delta^{*}\right)\right]\right. \\
& \times\left[\frac{1}{9}+\left(\frac{\sin \eta}{\eta^{3}}-\frac{\cos \eta}{\eta^{2}}\right)^{2}\right]+\left(|\beta|^{2}+|\delta|^{2}\right) \\
& \times\left\{\frac{1}{3}+\frac{1}{2}\left[\frac{\sin \eta}{\eta}\left(\frac{\sin \eta}{\eta}+\frac{\cos \eta}{\eta^{2}}-\frac{\sin \eta}{\eta^{3}}\right)\right.\right. \\
& \left.\left.-\left(\frac{\sin \eta}{\eta^{3}}-\frac{\cos \eta}{\eta^{2}}\right)\left(\frac{\sin \eta}{\eta}+3 \frac{\cos \eta}{\eta^{2}}-3 \frac{\sin \eta}{\eta^{3}}\right)\right]\right\} \\
& +\frac{4}{3} \operatorname{Re}\left(\alpha \gamma^{*}+\alpha \delta^{*}+\beta \gamma^{*}\right)\left(\frac{\sin \eta}{\eta^{3}}-\frac{\cos \eta}{\eta^{2}}\right) \\
& \left.+\frac{4}{3} \frac{\sin \eta}{\eta} \operatorname{Re}\left(\beta \delta^{*}\right)\right) \tag{5.11}
\end{align*}
$$



FIG. 3. Angular dependence of the cross section. The scattering geometry is defined by $\mathbf{n}=\mathbf{k}_{i}=(0,0,1) \mathbf{e}_{i}=\mathbf{e}_{f}=(0,1,0), \mathbf{k}_{f}=(\sin \varphi, 0, \cos \varphi)$, and $\omega=\omega_{0}\left(1-\frac{1}{3} \gamma \Omega\right)$.

The total cross section for different oscillator separations are shown in Fig. 4.

When the separation of oscillators $r \rightarrow \infty$, $\alpha=\gamma=\delta=0, \beta=1 / \mathscr{H}$, and we get

$$
\begin{equation*}
\sigma(\omega)=16 \pi e^{2} \omega^{4} / 3 m^{2} c^{4}|\mathscr{H}(i \omega)|^{2} \tag{5.12}
\end{equation*}
$$

which is two times bigger than for one oscillator.
In the opposite case, when separation of oscillators tends to zero, we get

$$
\begin{equation*}
\sigma(\omega)=16 \pi e^{2} \omega^{4} / 9 m^{2} c^{4}\left|\mathscr{H}+U_{1}\right|^{2} \tag{5.13}
\end{equation*}
$$



FIG. 4. Averaged total cross section as function of frequency for different separation of oscillators.


FIG. 5. The contour used for the principle of argument.
near the resonance of the transverse symmetric mode and

$$
\begin{equation*}
\sigma(\omega)=32 \pi e^{2} \omega^{4} / 9 m^{2} c^{4}\left|\mathscr{H}-U_{\Uparrow}\right|^{2} \tag{5.14}
\end{equation*}
$$

near the resonance of the parallel symmetric mode. The last expressions maintain the coherent character of the scattering by two oscillators.

## APPENDIX

We are going to consider the possibility of zeros of the functions $\mathscr{H} \pm \mathscr{U}_{\|}$lying in the right-half plane (RHP) of complex $z$ plane. These functions written explicitly are $\left(\xi=z / \omega_{0}\right)$
$F_{ \pm}(\xi)=1+\xi^{2}\left(1+\frac{2}{3} \gamma \frac{\Omega^{2}}{\Omega+\xi}\right) \pm 2 \gamma e^{-\xi \eta}\left(\frac{\xi}{\eta^{2}}+\frac{1}{\eta^{3}}\right)$.
Since they have no poles in the RHP, the number of zeros is equal to the increment of argument when the point is enclosing the RHP (see Fig. 5).

The change of argument on the semicircle $C^{\prime \prime}$ (with $R \rightarrow \infty$ )is
$\Delta \arg \left(F_{ \pm}\right)_{C^{\prime \prime}}=\left.\Delta \arg R^{2} e^{2 i \varphi}\left[1+O\left(R^{-2}\right)\right]\right|_{-\pi / 2} ^{\pi / 2}=2 \pi$.

On the imaginary axis $\xi=i y$

$$
\begin{align*}
\operatorname{Re}\left[F_{ \pm}(i y)\right]= & 1-y^{2}\left(1+\frac{2}{3} \gamma \frac{\Omega^{3}}{\Omega^{2}+y^{2}}\right) \\
& \pm 2 \gamma\left(\frac{\cos y \eta}{\eta^{3}}+\frac{y \sin y \eta}{\eta^{2}}\right), \tag{A3}
\end{align*}
$$

$$
\begin{align*}
& \operatorname{Im}\left[F_{ \pm}(i y)\right] \\
& \quad=\frac{2}{3} \gamma\left[\frac{\Omega^{2} y^{3}}{\Omega^{2}+y^{2}} \pm 3\left(\frac{y \cos y \eta}{\eta^{2}}+\frac{\sin y \eta}{\eta^{3}}\right)\right] \tag{A4}
\end{align*}
$$

When $\Omega \eta>4$, one can numerically check that

$$
\begin{array}{ll}
\operatorname{Im}\left[F_{ \pm}(i y)\right]>0 & \text { for } \quad \infty>y>0 \\
\operatorname{Im}\left[F_{ \pm}(i y)\right]<0 & \text { for } \quad 0>y>-\infty \tag{A5}
\end{array}
$$

i.e., the contour ( $\operatorname{RE} F_{ \pm}, \operatorname{Im} F_{ \pm}$) crosses the real $F_{ \pm}$axis only for $y=0$. Always for $F_{+}$and for $F_{-}$when $2 \gamma<\eta^{3}$, these crossing points lie on the positive part of $\operatorname{Re} F_{ \pm}$axis. Therefore, the contours $F_{ \pm}$encircle the center of coordinate system and, when $y$ varies from $+\infty$ to $-\infty$, the change of $\arg F_{ \pm}$is equal to $-2 \pi$. The total change of the $\arg F_{ \pm}$is
equal to 0 , which proves that there are no zeros of $F_{ \pm}$in the RHP of the $z$ plane.

When $2 \gamma>\eta^{3}$, the crossing points for $F_{-}$lie on the negative part of the $\operatorname{Re} F_{-}$axis. There is no change of $\arg F_{-}$ when $\xi$ moves along the imaginary axis. The total change of the argument of $F_{-}$remains equal to $2 \pi$ which shows that there is one root of $F_{\text {_ }}$ lying in the RHP of $z$ plane. This root is real and is responsible for the instability in the model discussed in Sec. IV.

The solutions of the model we have been discussing are valid only for stable situations, and then the condition is always satisfied.

A similar discussion can be given for transverse modes and functions $H \pm U_{\perp}$.
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#### Abstract

The scattering of electromagnetic waves by an infinite dielectric cylinder with variable dielectric permeability presents, in general, certain mathematical difficulties regarding the construction of rigorous solutions. We give a new divergenceless tensor Green's function, specially appropriate for cylindrical symmetry, and, in terms of it, present new scattering integral equations. We prove that the series for med by all successive iterations of those scattering integral equations converge under certain conditions. Suitable transformations lead to new integral equations with Hilbert-Schmidt kernels, which imply further rigorous results.


## I. INTRODUCTION

The scattering of electromagnetic (e.m.) waves by physical systems which can be assimilated to infinite cylinders constitutes an important branch of e.m. scattering theory. Moreover, it also provides a useful tool for investigating the dielectric properties of those systems, as it often happens in the fields of radio- and microwaves, and even of optics (plasma columns, meteor trails consisting of long columns of ionized gas, optical fibers, $\cdots$ ). Compared to e.m. scattering by spherical systems, the corresponding study for infinite cylinders appears as less developed. Explicit solutions are known for homogeneous dielectric cylinders, while the more difficult case of inhomogeneous ones, of considerable physical and mathematical interest as well (our previous examples are, frequently, inhomogeneous dielectric cylinders), has been less explored. On the other hand, most research has concentrated on the case where the incoming wave vector is orthogonal to the axis of the cylinder, although the situation corresponding to oblique incidence has also received attention. As a suitable set of references on e.m. scattering by cylinders and related subjects. ${ }^{1-9}$

A general study of e.m. scattering by infinite dielectric cylinders faces, among others, the following interrelated difficulties: (a) the vector and transverse (divergenceless) nature of e.m. fields in situations showing cylindrical symmetry, (b) the case of oblique incidence, (c) for inhomogeneous cylinders, the wave equations and, then, the associated scattering integral equations contain additional derivatives of fields, which come from the very structure of Maxwell's equations and of the matter equations.

In this paper, we shall present a general and rigorous approach to the infinite cylinder scattering problem which solves the above difficulties (a), (b), and (c). Our main results are: (i) we give a new divergenceless tensor Green's function, $G^{\text {CT }}$, specially appropriate for cylindrical symmetry, in order to cope both with difficulties (a) and (b) (Sec. 3), (ii) we present new scattering integral equations in terms of $G^{C T}$ and, through suitable transformations, we prove that the series formed by the iterations of those integral equations con-
verge under certain conditions, thereby solving the above difficulty (c) as well (Sec. 4), (iii) we reduce the scattering integral equations to a new set with Hilbert-Schmidt kernels, which implies further convergence results (Sec. 5).
Some approximate estimates of the convergence conditions are also presented (Secs. 4 and 5).

## II. TIME-INDEPENDENT FORMULATION OF SCATTERING PROBLEM

We consider a macroscopically homogeneous and isotropic infinite medium (say, the air), with constant dielectric permeability $\epsilon_{0}=1$, vanishing conductivity and magnetic permeability equal to that of the vacuum. Inside it, there is a dielectric cylinder of infinite length, whose cross section $\Omega$ has an arbitrary shape (circular, elliptic, $\cdots$ ). The coordinate system is chosen so that the $x_{3}$-axis is parallel to the axis of the cylinder and $\bar{u}_{3}$ will denote a unit vector along it. The position of a point in space is represented by ( $\rho, x_{3}$ ), where $\boldsymbol{\rho}=\left(x_{1}, x_{2}\right)$ is a two-dimensional vector orthogonal to $\bar{u}_{3}$.

The dielectric cylinder has variable dielectric permeability $\epsilon(\rho)$ ( $p$ varying inside $\Omega$ ) and the same conductivity and magnetic permeability as the surrounding infinite medium.

A classical monochromatic (e.m.) wave propagates in the remote past at infinite distance from the cylinder with wave vector $\bar{k}=\left(\mathbf{k}, k_{3}\right)$. The two-dimensional wave vector $\mathbf{k}=\left(k_{1}, k_{2}\right)$ is orthogonal to $\bar{u}_{3}$ and $k=(\mathbf{k} \cdot \mathbf{k})^{1 / 2} \geq 0$. We represent the e.m. wave by the magnetic field $\bar{H}_{0}(\bar{k}, \lambda)$ $\times \exp i\left(\mathbf{k} \rho+k_{3} x_{3}\right)$ (time-dependent terms being factored out in this paper). Here, $\bar{H}_{0}(\bar{k}, \lambda)$ is a complex polarization vector such that $\bar{k} \cdot \bar{H}_{0}(\bar{k}, \lambda)=0$ (the polarization index $\lambda$ takes only two values), and
$\sum_{\lambda} H_{0}(\bar{k}, \mathcal{\lambda})_{\alpha} H_{0}^{*}(\bar{k}, \lambda)_{\beta}=\delta_{\alpha \beta}-\frac{k_{\alpha} k_{\beta}}{k^{2}+k_{3}^{2}}, \quad \alpha, \beta=1,2,3$.
Let $\bar{H}(\rho) \cdot$ exp $i k_{3} x_{3}$ be the total complex magnetic field describing the propagation of the e.m. wave and its scattering by the cylinder. The reason for using $\bar{H}$ instead $\bar{E}$ or $\bar{D}$ is due to the simplification for the mathematical developments.

The fact that $\epsilon(\rho)$ be $x_{3}$-independent leads naturally to factor out expik $x_{3}$. Maxwell's equations ${ }^{10.11}$ and the above factorization lead to the following basic equations for $\bar{H}=\left(H_{(\gamma)}\right), \alpha=1,2,3$;
$\left(\Delta_{\rho}+k^{2}\right) \bar{H}=\bar{j}, \quad \sum_{\alpha=1}^{2} \frac{\partial}{\partial x_{\alpha \alpha}} H_{\alpha}+i k_{3} H_{3}=0$,
$\bar{j}=\left\{\begin{array}{l}0, \quad \rho \text { outside } \Omega \\ -(\epsilon-1)\left(k^{2}+k_{3}^{2}\right) \bar{H}-(\bar{\nabla} \ln \epsilon) \\ \times\left[(\bar{\nabla} \times \bar{H})+i k_{3} \bar{u}_{3} \times \bar{H}\right], \quad \rho \text { inside } \Omega,\end{array}\right.$
where

$$
\Delta_{p}=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}
$$

We shall assume that $\epsilon, \partial \epsilon / \partial x_{1}$, and $\partial \epsilon / \partial x_{2}$ are finite and continuous both inside and at the boundary of the cylinder, without any discontinuity. Regarding $\partial^{2} \epsilon / \partial x_{\alpha} \partial x_{\beta}$, $\alpha, \beta=1,2$, they are assumed to be finite and continuous almost everywhere inside and at the boundary of $\Omega$, but they are allowed to have a finite number of finite discontinuities. We remark that our treatment will be valid, without modifications, for e.m. scattering by a finite number of dielectric cylinders (each of which fulfills the above conditions) whose axes be parallel to one another.

## III. THE CYLINDRICAL TRANSVERSE TENSOR GREEN'S FUNCTION

We shall start by introducing the following tensor
Green's function $G^{\mathrm{CT}}(\boldsymbol{\rho})=\left[G_{\alpha \beta}^{\mathrm{CT}}(\boldsymbol{\rho})\right], \alpha, \beta=1,2,3$ ("CT" standing for "cylindrical transverse," for reasons which will become obvious soon), in order to satisfy automatically the second Eq. (2.2), and whose interest will be shortly appreciated:

$$
\begin{align*}
& \substack{G_{\alpha \beta}^{\mathrm{CT}} \\
\alpha, \beta \cdots 1,2,3} \\
&=\left.\frac{1}{(2 \pi)^{2}} \int \mathrm{~d}^{2}\right\rceil \frac{\exp \ell \cdot \boldsymbol{\rho}}{k^{2}+k_{3}^{2}}\left\{\frac{\left[l_{\alpha} l_{\beta}\right]^{C}-\left(k^{2}+k_{3}^{2}\right) \delta_{\alpha \beta}}{\mathrm{l}^{2}-\left(k^{2}+i \varepsilon\right)}\right. \\
&\left.-\frac{\left[l_{\alpha} l_{\beta}\right]^{C}}{1^{2}+k_{3}^{2}}\right\}, \quad \varepsilon \rightarrow 0^{+},  \tag{3.1}\\
& {\left[l_{\alpha} l_{\beta}\right]^{C}=} \begin{cases}l_{\alpha} l_{\beta}, & \alpha, \beta=1,2, \\
l_{\alpha} k_{3}, & \alpha=1,2, \beta=3, \\
k_{3} l_{\beta}, & \alpha=3, \beta=1,2, \\
k_{3}^{2}, & \alpha=\beta=3\end{cases} \tag{3.2}
\end{align*}
$$

Notice that $G^{\mathrm{CT}}$ is a symmetric tensor.
Two important properties of $G^{\mathrm{CT}}$ are:
(1) $\sum_{\alpha=1}^{2} \frac{\partial}{\partial x_{\alpha}} G_{\alpha \beta}^{\mathrm{CT}}(\rho)+i k_{3} G_{3 \beta}^{\mathrm{CT}}(\boldsymbol{\rho})=0$,

$$
\beta=1,2,3, \quad(3.3)
$$

(2) $\left(\Delta_{\rho}+k^{2}\right) G_{\alpha \beta}^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)=\delta_{\alpha \beta}^{\mathrm{Cr}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right), \quad \alpha, \beta=1,2,3$.
where we have also introduced what may well be called the cylindrical transverse Dirac's $\delta$-function:
$\delta^{\mathrm{CT}}(\rho)=\left[\delta_{\alpha \beta}^{\mathrm{CT}}(\boldsymbol{\rho})\right]$,
$\delta_{\substack{\alpha \beta, \alpha, \beta=1,2,3}}^{\mathrm{CT}}(\boldsymbol{\rho})=\frac{1}{(2 \pi)^{2}} \int d^{2} \mathbf{l} \operatorname{expil} \cdot \boldsymbol{\rho}\left\{\delta_{\alpha \beta}-\frac{\left[l_{\alpha} l_{\beta}\right]^{C}}{\mathbf{1}^{2}+k_{3}^{2}}\right\}$.

The latter also fulfills

$$
\sum_{\alpha=1}^{2} \frac{\partial}{\partial x_{\alpha}} \delta_{\alpha \beta}^{C T}(\boldsymbol{\rho})+i k_{3} \delta_{3 \beta}^{\mathrm{CT}}(\boldsymbol{\rho})=0, \quad \beta=1,2,3 .
$$

Further formal properties which help to clarify the previous developments and statements are the following. Let $\bar{A}(\rho)=\left[A_{\alpha}(\rho)\right], \alpha=1,2,3$ be an arbitrary vector and let us introduce the new vectors:

$$
\begin{aligned}
& \bar{A}_{G}^{\mathrm{CT}}(\boldsymbol{\rho})=\int d^{2} \boldsymbol{\rho}^{\prime} G^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \bar{A}\left(\boldsymbol{\rho}^{\prime}\right), \\
& \bar{A}_{\delta}^{\mathrm{CT}}(\boldsymbol{\rho})=\int d^{2} \boldsymbol{\rho}^{\prime} \delta^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \bar{A}\left(\boldsymbol{\rho}^{\prime}\right) .
\end{aligned}
$$

Then: (i) both $\bar{A}_{G}^{\mathrm{CT}}(\rho)$ and $\bar{A}_{\delta}^{\mathrm{CT}}(\rho)$ satisfy the second Eq. (2.2) and ( $\left.\Delta_{\rho}+k^{2}\right) \bar{A}_{G}^{\mathrm{CT}}(\rho)=\bar{A}_{\delta}^{\mathrm{CT}}(\rho)$, (ii) if $\bar{A}$ ( $\rho$ ) fulfills the second Eq. (2.2), one has $\bar{A}_{\delta}^{\mathrm{CT}}(\rho)=\bar{A}(\rho)$ and $\left(\Delta_{\rho}+k^{2}\right) \bar{A}_{G}^{C T}(\rho)=\bar{A}(\rho)$.

The formal proofs of the above properties proceed through elementary Fourier transformations, and, for brevity, we omit them.

Let

$$
\begin{equation*}
H_{0}^{(1)}(k|\boldsymbol{\rho}|)=\frac{1}{i \pi^{2}} \int \frac{d^{2} \mathbf{l} \exp i l \cdot \rho}{\mathbf{l}^{2}-\left(k^{2}+i \varepsilon\right)}, \quad \varepsilon \rightarrow 0^{+} \tag{3.6}
\end{equation*}
$$

be Hankel's function of first kind and order zero with outgo-ing-wave behavior, ${ }^{12}$ Its short distance behavior is ( $\gamma$ being Euler's constant):

$$
\begin{array}{r}
H_{0}^{(1)}(z) \underset{z \rightarrow 0}{\rightarrow} 1-\frac{z^{2}}{4}+\frac{2 i}{\pi}\left\{\left[\ln \left(\frac{z}{2}\right)+\gamma\right]\right. \\
\left.\times\left(1-\frac{z^{2}}{4}\right)+\frac{z^{2}}{4}\right\}+O\left(z^{4-\varepsilon}\right), \tag{3.7}
\end{array}
$$

where $O\left(z^{4-\varepsilon}\right)$ vanishes as $z^{4-\varepsilon}$ for any small strictly positive $\varepsilon$, for $z \rightarrow 0$. Upon starting from the standard large-distance behavior of $H_{0}^{(1)},{ }^{13}$ one proves easily that if $|\mathbf{p}| \rightarrow \infty$, for fixed $\boldsymbol{\rho} /|\boldsymbol{\rho}|, \boldsymbol{\rho}^{\prime}\left(\mathbf{k}^{\prime}=(k /|\boldsymbol{\rho}|), \boldsymbol{\rho}\right)$ :

$$
\begin{align*}
H_{0}^{(1)}\left(k\left|\boldsymbol{\rho}-\mathbf{\rho}^{\prime}\right|\right) \rightarrow & {[2 / \pi k|\boldsymbol{\rho}|]^{1 / 2} \cdot \exp i(k|\boldsymbol{\rho}|-\pi / 4) } \\
& \cdot \exp \left(-i \mathbf{k}^{\prime} \boldsymbol{\rho}^{\prime}\right) \tag{3.8}
\end{align*}
$$

Upon comparing Eqs. (3.1) and (3.6) and differentiating, one finds the following representation for $G^{\mathrm{CT}}$ in terms of Hankel's function $H_{0}^{(1)}$ :

$$
\begin{align*}
& G_{\alpha \beta}^{\mathrm{CT}} \\
& \stackrel{{ }^{\alpha, \beta}, ~}{\stackrel{1.2}{=}} \frac{i}{4\left(k^{2}+k_{3}^{2}\right)}\left\{-\left(k^{2}+k_{3}^{2}\right) \delta_{\alpha \beta} H_{0}^{(1)}(k|\boldsymbol{\rho}|)-\frac{\boldsymbol{x}_{\alpha}}{|\boldsymbol{\rho}|} \cdot \frac{x_{\beta}}{|\boldsymbol{\rho}|}\left[k^{2}\left(\frac{d^{2} H_{0}^{(1)}(z)}{d z^{2}}\right)_{z=k \boldsymbol{p} \mid}+k_{3}^{2}\left(\frac{d^{2} H_{0}^{(1)}(z)}{d z^{2}}\right)_{z=+i\left|k_{3}\right||\mathfrak{p}|}\right]\right. \\
& \left.+\frac{\boldsymbol{x}_{\alpha} x_{\beta}-|\mathbf{p}|^{2} \delta_{\alpha \beta}}{|\mathbf{p}|^{3}}\left[k\left(\frac{d H_{0}^{(1)}(z)}{d z}\right)_{z=k|\mathbf{p}|}-i\left|k_{3}\right|\left(\frac{d H_{0}^{(1)}(z)}{d z}\right)_{z=+i\left|k_{3}\right| i \mathbf{p} \mid}\right]\right\}, \tag{3.9}
\end{align*}
$$

$\underset{\substack{\alpha 3 \\ \alpha=1,2}}{ }(\rho)=\frac{k_{3}}{4\left(k^{2}+k_{3}^{2}\right)} \cdot \frac{x_{\alpha}}{|\boldsymbol{\rho}|}\left[k\left(\frac{d H_{0}^{(1)}(z)}{d z}\right)_{z=k|\mathrm{p}|}-i\left|k_{3}\right|\left(\frac{d H_{0}^{(1)}(z)}{d z}\right)_{z=+i\left|k_{3}\right||\rho|}\right]$,
$G_{33}^{\mathrm{CT}}(\rho)=-\frac{i}{4\left(k^{2}+k_{3}^{2}\right)}\left[k^{2} H_{o}^{(1)}(k|\rho|)+k_{3}^{2} H_{0}^{(1)}\left(+i\left|k_{3}\right||\rho|\right)\right]$.

Another important property is: all $G_{\alpha \beta}^{C T}(\rho)$, for $\alpha, \beta=1,2,3$, diverge only as $\ln |\boldsymbol{\rho}|$, if $|\boldsymbol{p}| \rightarrow 0$. This follows easily by combining Eqs. (3.9)-(3.11) with Eq. (3.7) and noticing that the $1 /|\rho|^{2}$ and $1 /|\boldsymbol{\rho}|$ singularities cancel exactly.

Thus, the tensor Green's function defined in Eq.(3.1) and (3.2), so that it automatically fulfills the second Eq. (2.2) (say, so that it is divergenceless or "transverse"), is as singular as $H_{0}^{(1)}(k|\boldsymbol{\rho}|)$ as $|\boldsymbol{\rho}| \rightarrow 0$ and no more. Actually, $G^{\mathrm{CT}}(\boldsymbol{\rho})$ is the direct generalization to cylindrical geometry of a certain divergenceless Green's function, $G^{T}\left(\rho, x_{3}\right)$ introduced in a sketchy way by Morse and Feshbach ${ }^{8}$ and studied in detail in previous works, and which turned out to be particularly useful in treating e.m. scattering by dielectric finitevolume defects and diffraction by periodic slabs. ${ }^{14}$

Specifically, one has $\left[\bar{l}=\left(l_{\alpha}\right)=\left(1, l_{3}\right), \alpha=1,2,3\right]$

$$
\begin{align*}
& G_{\alpha \beta}^{T}\left(\boldsymbol{\rho}, x_{3}\right) \\
& =\frac{1}{(2 \pi)^{3}\left(k^{2}+k_{3}^{2}\right)} \int d^{3} \bar{l}\left[\frac{l_{\alpha} l_{\beta}-\left(k^{2}+k_{3}^{2}\right) \delta_{\alpha \beta}}{\bar{l}^{2}-\left(k^{2}+k_{3}^{2}+i \varepsilon\right)}\right. \\
& \left.-\frac{l_{\alpha} l_{\beta}}{\bar{l}^{2}}\right\} \exp i\left(\mathbf{l} \mathbf{p}+l_{3} x_{3}\right), \quad \alpha, \beta=1,2,3, \tag{3.12}
\end{align*}
$$

and the formal connection between $G^{\mathrm{CT}}$ and $G^{T}$ can be easily seen to be:

$$
\begin{array}{r}
G_{\alpha \beta}^{\mathrm{CT}}(\rho)=\int_{-\infty}^{+\infty} d x_{3} \exp \left(-i k_{3} x_{3}\right) \cdot G_{\alpha \beta}^{T}\left(\mathrm{p} x_{3}\right), \\
\alpha, \beta=1,2,3 . \tag{3.13}
\end{array}
$$

The direct generalization to cylindrical symmetry of the commonly used Green's function ${ }^{15}$

$$
\begin{array}{r}
\Gamma_{\alpha \beta}\left(\rho, x_{3}\right)= \\
\times\left(\frac{1}{\alpha \beta}+\frac{1}{k^{2}+k_{3}^{2}} \cdot \frac{\partial^{2}}{\partial x_{\alpha} \partial x_{\beta}}\right) \\ \tag{3.14}
\end{array}
$$

namely

$$
\Gamma_{\alpha \beta}^{C}(\rho)=\int_{-\infty}^{+\infty} d x_{3} \exp \left(-i k_{3} x_{3}\right) \Gamma_{\alpha \beta}\left(\rho, x_{3}\right)
$$

constitutes another cylindrical tensor Green's function (see also Uzunoglu and Holt ${ }^{9}$ ). However, $\Gamma_{\alpha \beta}^{c}(\rho)$ has the following disadvantages:
(i) it does not satisfy the Eq. (3.3),
(ii) it is more singular than $G_{\alpha \beta}^{C T}(\rho)$ as $|\boldsymbol{\rho}| \rightarrow 0\left[\Gamma_{\alpha \beta}^{C}(\rho)\right.$ diverges as $\left.1 /|\boldsymbol{\rho}|^{2}\right]$.
For these reasons, and except for some further remarks about $\Gamma_{\alpha \beta}^{C}$ in Sec. 4, we shall work exclusively with $G_{\alpha \beta}^{\mathrm{CT}}$ throughout this paper.

Upon combining Eqs. (3.9)-(3.11) with (3.8), one finds the asymptotic behavior of $G_{\alpha \beta}^{\mathrm{CP}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)$ as $|\boldsymbol{\rho}| \rightarrow \infty$ for fixed $\boldsymbol{\rho}^{\prime}$ and $\mathbf{k}^{\prime}=(k /|\boldsymbol{p}|) \boldsymbol{\rho}$

$$
\begin{align*}
& \boldsymbol{G}_{\alpha \beta}^{\mathrm{CT}}\left(\mathbf{\rho}-\mathbf{\rho}^{\prime}\right) \\
& \rightarrow-\frac{i}{4}\left(\frac{2}{\pi k|\boldsymbol{\rho}|}\right)^{1 / 2} \cdot \exp i(k|\boldsymbol{\rho}|-\pi / 4) \exp \left(-i \mathbf{k}^{\prime} \boldsymbol{\rho}^{\prime}\right) \\
& \quad \times \sum_{\lambda} H_{0}\left(\bar{k}^{\prime}, \lambda^{\prime}\right)_{\alpha} \mathbf{H}_{0}\left(\bar{k}^{\prime}, \lambda^{\prime}\right)_{\beta}^{*}, \quad \alpha, \beta=1,2,3 \tag{3.15}
\end{align*}
$$

Here, $\bar{k}^{\prime}=\left(\mathbf{k}^{\prime}, k_{3}\right)$, the polarization index $\lambda^{\prime}$ takes only two values and the complex polarization vectors $\bar{H}_{0}\left(\bar{k}^{\prime}, \lambda^{\prime}\right)$ satisfy:

$$
\begin{aligned}
& \sum_{\lambda^{\prime}} H_{0}\left(\bar{k}^{\prime} \lambda^{\prime}\right)_{\alpha} H_{0}\left(\bar{k}^{\prime} \lambda^{\prime}\right)_{\beta}^{*} \\
& \quad=\delta_{\alpha \beta}-\frac{k_{\alpha}^{\prime} k_{\beta}^{\prime}}{k^{2}+k_{3}^{2}}, \quad \alpha, \beta=1,2,3 \\
& \bar{k}^{\prime} \cdot \bar{H}_{0}\left(\bar{k}^{\prime} \lambda^{\prime}\right)=0
\end{aligned}
$$

## IV. SCATTERING INTEGRAL EQUATIONS

The total magnetic field $\bar{H}$ ( $\rho$ ) which satisfies both Eqs. (2.2) and which, in a time-dependent (wave packet) formulation, would coincide with the incoming magnetic field at infinite distance from the dielectric cylinder in the remote past, satisfies the general scattering integral equation

$$
\begin{equation*}
\bar{H}(\boldsymbol{\rho})=\bar{H}_{0}(\bar{k}, \lambda) \exp i \mathbf{k} \boldsymbol{\rho}+\int_{\Omega} d^{2} \boldsymbol{\rho}^{\prime} G^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \bar{j}\left(\boldsymbol{\rho}^{\prime}\right) \tag{4.1}
\end{equation*}
$$

In fact, the rhs of the equation fulfills both Eqs. (2.2), by virtue of properties (3.3) and (3.4). (Recall also the formal properties studied after Eq. (3.5).] On the other hand, the fulfillment of the incoming-wave condition is warranted, according to the general prescriptions of scattering theory, ${ }^{16}$ by the recipe used to integrate over the singularity at $\mathrm{l}^{2}=k^{2}$ in Eq. (3.1) [namely, the instruction $\left.\mathbf{l}^{2}-k^{2} \rightarrow \mathbf{l}^{2}-\left(k^{2}+i \varepsilon\right)\right]$. By letting $|\boldsymbol{\rho}| \rightarrow+\infty$ for fixed $\rho /|\boldsymbol{\rho}|$ and recalling (3.15), Eq. (4.1) becomes

$$
\begin{align*}
H_{\alpha}(\boldsymbol{\rho}) \rightarrow & H_{0}(\bar{k}, \lambda)_{\alpha} \exp i \mathbf{k} \boldsymbol{\rho}+\frac{\exp i k|\boldsymbol{\rho}|}{|\boldsymbol{p}|^{1 / 2}} \\
& \times \sum_{\lambda^{\prime}} H_{0}\left(\bar{k}^{\prime} \lambda^{\prime}\right)_{\alpha} \cdot T\left(\bar{k}^{\prime} \lambda^{\prime}, \bar{k} \lambda\right), \quad \alpha=1,2,3 \tag{4.2}
\end{align*}
$$

where we have introduced the scattering amplitude

$$
\begin{align*}
T\left(\bar{k}^{\prime} \lambda^{\prime}, \bar{k} \lambda\right)= & -\frac{i}{4}\left(\frac{2}{\pi k}\right)^{1 / 2} \exp (-i \pi / 4) \\
& \times \int_{\Omega} d^{2} \boldsymbol{\rho}^{\prime} \bar{H}_{0}^{*}\left(\overline{k^{\prime}} \lambda^{\prime}\right) \exp \left(-i \mathbf{k}^{\prime} \boldsymbol{\rho}^{\prime}\right) \cdot \bar{j}\left(\boldsymbol{\rho}^{\prime}\right) \tag{4.3}
\end{align*}
$$

The presence of derivatives of $\bar{H}(\rho)$ inside the integral in Eq. (4.1) prevents a rigorous study of the convergence of its iterations, as it stands. Fortunately, the following transformations will lead to new and mathematically more tractable integral equations: (i) by applying a standard vector identity to $-G^{\mathrm{CT}}\left(\rho-\rho^{\prime}\right)\left\{\left[\bar{\nabla} \ln \in\left(\rho^{\prime}\right)\right] \times\left[\nabla \times \bar{H}\left(\rho^{\prime}\right)\right]\right\}[$ which
contributes to $G^{\mathrm{CT}} \cdot \bar{j}$ in Eq. (4.1)], we replace derivatives of $\bar{H}(\rho)$ by derivatives of $G^{C 1}\left(\rho-\rho^{\prime}\right)$ and $\bar{\nabla} \ln \epsilon\left(\rho^{\prime}\right)$ plus the divergence of certain products of all of them, (ii) by using Green's integral theorem, we transform the contribution from the above divergence into a line integral over the boundary of $\Omega$, which vanishes since $\bar{\nabla} \epsilon=0$ on the latter. After some lengthy algebra, one gets the announced integral equation:

$$
\begin{align*}
& \bar{H}(\boldsymbol{p})=\bar{H}_{0}(\bar{k} \lambda) \exp i \mathbf{k} \boldsymbol{\rho}+\int_{\Omega} d^{2} \boldsymbol{\rho}^{\prime}\left[G^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) L^{(0)}\left(\boldsymbol{\rho}^{\prime}\right)\right. \\
& \left.+\sum_{i=1}^{2} \frac{\partial G^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)}{\partial\left(x_{i}-x_{i}^{\prime}\right)} L^{(i)}\left(\boldsymbol{\rho}^{\prime}\right)\right] \bar{H}\left(\boldsymbol{\rho}^{\prime}\right),  \tag{4.4}\\
& \frac{\partial}{\partial x_{i}} G^{\mathrm{CT}}(\rho)=\left(\frac{\partial}{\partial x_{i}} G_{\alpha \beta}^{\mathrm{CT}}(\rho)\right), \quad \alpha, \beta=1,2,3, \\
& L^{(h)}=\left(L_{\alpha \beta}^{(h)}\right), \quad \alpha, \beta=1,2,3, \quad h=0,1,2,  \tag{4.5}\\
& L_{\alpha \beta}^{(0)} \\
& =-\left[(\epsilon-1)\left(k^{2}+k_{3}^{2}\right) \delta_{\alpha \beta}+i k_{3} \frac{\partial \ln \epsilon}{\partial x_{\beta}^{\prime}} \delta_{\alpha 3}\left(1-\delta_{3 \beta}\right)\right. \\
& \left.+\sum_{\sigma, \mu, v=1}^{3} \varepsilon_{\alpha \sigma \mu} \varepsilon_{v \mu \beta} \frac{\partial}{\partial x_{v}^{\prime}}\left(\frac{\partial(\ln \epsilon)}{\partial x_{\sigma}^{\prime}}\right)\right],  \tag{4.6}\\
& L^{(1)}=\left(\begin{array}{ccc}
0 & -\sum_{\sigma=1}^{3} \varepsilon_{1 \sigma 3} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} & \sum_{\sigma=1}^{3} \varepsilon_{1 \sigma 2} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} \\
0 & -\sum_{\sigma=1}^{3} \varepsilon_{2 \sigma 3} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} & \sum_{\sigma=1}^{3} \varepsilon_{2 \sigma 2} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} \\
0 & -\sum_{\sigma=1}^{3} \varepsilon_{3 \sigma 3} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} & \sum_{\sigma=1}^{3} \varepsilon_{3 \sigma 2} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}}
\end{array}\right),  \tag{4.7}\\
& L^{(2)}=\left(\begin{array}{cccc}
\sum_{\sigma=1}^{3} \varepsilon_{1 \sigma 3} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} & 0 & -\sum_{\sigma=1}^{3} \varepsilon_{1 \sigma 1} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} \\
\sum_{\sigma=1}^{3} \varepsilon_{2 \sigma 3} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} & 0 & -\sum_{\sigma=1}^{3} \varepsilon_{2 \sigma 1} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} \\
\sum_{\sigma=1}^{3} \varepsilon_{3 \sigma 3} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}} & 0 & -\sum_{\sigma=1}^{3} \varepsilon_{3 \sigma 1} \frac{\partial \ln \epsilon}{\partial x_{\sigma}^{\prime}}
\end{array}\right) . \tag{4.8}
\end{align*}
$$

$\varepsilon_{\alpha \beta \gamma}$ is the totally antisymmetric tensor ( $\varepsilon_{123}=+1$ ).
Equation (4.4) does allow one to construct a rigorous iterative solution for $\bar{H}(\rho)$. Let us introduce

$$
\begin{align*}
& \bar{H}^{(0)}(\boldsymbol{\rho})=\bar{H}_{0}(\bar{k} \lambda) \exp i \mathbf{k} \boldsymbol{\rho},  \tag{4.9}\\
& \alpha= \underset{\substack{\boldsymbol{p} \\
\operatorname{Max}_{1}}}{ } \int_{\Omega} d^{2} \boldsymbol{\rho}^{\prime}\left(\sum_{\beta, \gamma=1}^{3}\left|G_{\nu \beta}^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)\right| \cdot\left|L_{\beta \gamma}^{(0)}\left(\boldsymbol{\rho}^{\prime}\right)\right|\right. \\
&\left.+\sum_{i=1}^{2} \sum_{\beta, \gamma=1}^{3}\left|\frac{\partial G_{\gamma \beta}^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)}{\partial\left(x_{i}-x_{i}^{\prime}\right)}\right| \cdot\left|L_{\beta \gamma}^{(i)}\left(\boldsymbol{\rho}^{\prime}\right)\right|\right) \tag{4.10}
\end{align*}
$$

Then, the following series, obtained by successive iterations of Eq. (4.4):

$$
\begin{align*}
\bar{H}(\boldsymbol{\rho})= & \sum_{n=0}^{+\infty} \bar{H}^{(n)}(\boldsymbol{\rho})  \tag{4.11}\\
\bar{H}^{(n)}(\boldsymbol{\rho})= & \int_{\Omega} d^{2} \boldsymbol{\rho}^{\prime}\left(G^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) L^{(0)}\left(\boldsymbol{\rho}^{\prime}\right)\right. \\
& \left.+\sum_{i=1}^{2} \frac{\partial G^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)}{\partial\left(x_{i}-x_{i}^{\prime}\right)} L^{(i)}\left(\boldsymbol{\rho}^{\prime}\right)\right) \cdot \bar{H}^{(n-1)}\left(\boldsymbol{\rho}^{\prime}\right) \\
& n=1,2,3, \ldots, \tag{4.12}
\end{align*}
$$

converges when $\alpha<1$, since
$\underset{\substack{\mathrm{p} \\ \mathrm{p} \\ \mathrm{Max}}}{ }\left|H_{v}(\boldsymbol{\rho})\right| \leqslant \frac{\operatorname{Max}_{v-1,2,3}\left|H_{0}(\bar{k}, \lambda)_{v}\right|}{1-\alpha}$.
The proof proceeds by the direct majoration
$\operatorname{Max} \underset{v=1,2,3}{ }\left|H_{v}^{(n)}(\rho)\right| \leqslant \alpha \operatorname{Max} \underset{v=1,2,3}{ }\left|H_{v}^{(n-1)}(\rho)\right|$ and the summation of the resulting geometric series. Notice that $G_{\alpha \beta}^{\mathrm{CT}}(\rho)$ and $\partial G_{\alpha \beta}^{\mathrm{CT}}(\rho) / \partial x_{i}$ diverge as $\ln |\rho|$ and $|\rho|^{-1}$ for $|\boldsymbol{\rho}| \rightarrow 0$, respectively. Since, for finite $\rho$,
$\int_{\left|\boldsymbol{\rho}^{\prime}\right|<\eta} d^{2} \boldsymbol{\rho}^{\prime}|\ln | \boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}| |<+\infty$ and
$\int_{\left|\boldsymbol{\rho}^{\prime}\right|<\eta} d^{2} \boldsymbol{\rho}^{\prime}\left(\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)^{-1}<+\infty(\eta$ being a small strictly positive fixed number), one proves easily that $\alpha<+\infty$, under the assumed conditions on $\epsilon(\rho)$.

The convergence condition $\alpha<1$ holds when $\epsilon(\rho)$ is close to 1 and varies slowly for any $\rho$ inside $\Omega$.

Having established this convergence result, a comment on the practical usefulness of Eq. (4.1) is in order. When $\alpha<1$, the series generated by all the successive iterations of Eq. (4.1) provides another convergent representation for $\bar{H}(\rho)$, which is, moreover, simpler than the series obtained by iterating (4.4). In fact, the $n$th iterate of Eq. (4.1) becomes, by applying to it the same transformations which led from Eq. (4.1) to Eq. (4.4), the $n$th term in the series obtained by iterating (4.4). Since the latter series converges, so does that for (4.1).

Let us consider the analogue of Eq. (4.1) using $\Gamma^{C}$ instead of $G^{\text {CT }}$, namely

$$
\begin{equation*}
\bar{H}(\boldsymbol{\rho})=\bar{H}^{(o)}(\boldsymbol{\rho})+\int_{\Omega} d^{2} \boldsymbol{\rho}^{\prime} \Gamma^{C}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \bar{j}\left(\boldsymbol{\rho}^{\prime}\right) \tag{4.13}
\end{equation*}
$$

Then: (a) One can prove formally that the $n$th iterate of Eq. (4.13) coincides with $\bar{H}^{(n)}$ [Eq. (4.12)]. The proof proceeds by noticing that since $\bar{H}^{(0)}$ [Eq. (4.9)] satisfies the second Eq. (2.2), so does the first iterate of (4.13) [even if $\Gamma^{C}$ fails to satisfy Eq. (3.3)], and generalizing inductively, for higher iterates of (4.13).
(b) Equation (4.13) can be easily shown to lead to the asymptotic behavior (4.2), with the same scattering amplitude (4.3).

In spite of the formal equivalence between (4.1) and (4.13), a convergence proof for the iterations of (4.13) similar to that for (4.11) breaks down. In fact, the analog of $\alpha$ [Eq. (4.10)], with $G^{\text {CT }}$ replaced by $\Gamma^{C}$, diverges due to the more singular behavior of the latter as $\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right| \rightarrow 0$
$\left(\operatorname{Max}_{\boldsymbol{\rho}} \int_{\left|\mathbf{\rho}^{\prime}\right|<n} d^{2} \boldsymbol{\rho}^{\prime}\left(\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|^{n}\right)^{-1}=\infty\right.$ for $\left.n \geqslant 2\right)$.
We shall study the convergence condition $\alpha<1$ under the following assumptions:
(a) $\epsilon(\rho)$ varies slowly throughout $\Omega$ (although it is not constant) so that the contributions from $L_{\alpha \beta}^{(1)}$ and $L_{\alpha \beta}^{(2)}$ in Eqs. (4.4) and (4.10) are negligible (although they do not vanish exactly) compared to $L_{\alpha \beta}^{(0)}$, which, in turn, reduces approximately to $-(\epsilon-1)\left(k^{2}+k_{3}^{2}\right) \cdot \delta_{\alpha \beta}$ ( $\epsilon$ being interpreted as an average value of $\epsilon(\rho)$ in $\Omega)$. Notice that if $\epsilon(\rho)$ was a constant throughout $\Omega$ and was discontinuous at the boundary of $\Omega$, we would violate the assumptions made in

Sec. 2, and our previous developments could be expected to lose their validity, in general.
(b) If $a(\Omega)$ is a length characterizing the size of $\Omega$ [if $\Omega$ is circular, $a(\Omega)$ is the radius], the conditions $k a(\Omega)<1$ and $k_{3} a(\Omega)<1$ hold, that is, the wavelength is larger than $a(\Omega)$.

Then, by replacing $G_{\alpha \beta}^{\mathrm{CT}}\left(\rho-\rho^{\prime}\right), \alpha, \beta=1,2,3$ by the most singular contributions for small $\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|$ (which are logarithmically divergent) and performing some approximate estimates, the convergence condition becomes $\alpha<1$, where $\alpha$ is the largest of the following two numbers

$$
\begin{aligned}
& \frac{|\epsilon-1|}{2}\left[[k a(\Omega)]^{2}|\ln k a(\Omega)|+\left[k_{3} a(\Omega)\right]^{2}\right. \\
& \left.\quad \times\left|\ln k_{3} a(\Omega)\right|\right], \\
& \frac{|\epsilon-1|}{4}\left\{\left[(k a(\Omega))^{2}+2\left(k_{3} a(\Omega)\right)^{2}\right]|\ln k a(\Omega)|\right. \\
& \left.\quad+\left(k_{3} a(\Omega)\right)^{2}\left|\ln k_{3} a(\Omega)\right|\right\} .
\end{aligned}
$$

For other rigorous approaches to long-wavelength e.m. scattering, see Ref. 17.

## V. REDUCTION TO INTEGRAL EQUATIONS WITH HILBERT-SCHMIDT KERNELS

The structure of the kernels in Eq. (4.4) and the fact that $\partial G^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) / \partial\left(x_{i}-x_{i}^{\prime}\right)$ diverges as $1 /\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|$ for $\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right| \rightarrow 0$, prevents those kernels from being HilbertSchmidt. In order to derive further rigorous results, we shall transform Eq. (4.4) into a new system whose kernels are Hilbert-Schmidt.

We shall have to add the following new assumption: At each $\rho$ in $\Omega$ there exist three $3 \times 3$ matrices $\left[L^{(h)}(\rho)\right]^{1 / 2}$ which are square roots of $L^{(h)}(\rho)$, respectively $\left\{\left[L^{(h)}(\rho)\right]^{1 / 2}\right\}^{2}=L^{(h)}(\rho), h=0,1,2$. For later convenience, we shall introduce, for any $\rho, \rho^{\prime}$ inside and at the boundary of $\Omega$ :

$$
\begin{align*}
& \bar{Q}^{(h)}(\rho)=\left[L^{(h)}(\rho)\right]^{1 / 2} \bar{H}(\rho), \quad h=0,1,2,  \tag{5.1}\\
& \bar{Q}_{0}^{(h)}(\rho)=\left[L^{(h)}(\rho)\right]^{1 / 2}\left\{\bar{H}_{0}(\bar{k} \lambda) \operatorname{expi} \mathbf{~} \rho\right. \\
& +\int_{\Omega} d^{2} \boldsymbol{\rho}^{\prime}\left[G^{\mathrm{CT}}\left(\rho-\boldsymbol{\rho}^{\prime}\right) L^{(0)}\left(\boldsymbol{\rho}^{\prime}\right)\right. \\
& \left.+\sum_{i=1}^{2} \frac{\partial G^{\mathrm{CT}}\left(\rho-\boldsymbol{\rho}^{\prime}\right)}{\partial\left(x_{i}-x_{i}^{\prime}\right)} L^{(i)}\left(\boldsymbol{\rho}^{\prime}\right)\right] \\
& \left.\times \bar{H}_{0}(\bar{k}, \lambda) \exp i \mathbf{k} \boldsymbol{\rho}^{\prime}\right\}, \quad h=0,1,2,  \tag{5.2}\\
& M^{(h, 0)}\left(\rho, \rho^{\prime}\right) \\
& =\left[L^{(h)}(\rho)\right]^{1 / 2} \int_{\Omega} d^{2} \rho^{\prime \prime}\left[G^{\mathrm{CT}}\left(\rho-\rho^{\prime \prime}\right) L^{(0)}\left(\rho^{\prime \prime}\right)\right. \\
& \left.+\sum_{i=1}^{2} \frac{\partial G^{\mathrm{CT}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime \prime}\right)}{\partial\left(\boldsymbol{x}_{i}-x_{i}^{\prime \prime}\right)} L^{(i)}\left(\rho^{\prime \prime}\right)\right] \\
& \times G^{\mathrm{CT}}\left(\rho^{\prime \prime}-\rho^{\prime}\right)\left[L^{(0)}\left(\rho^{\prime}\right)\right]^{1 / 2}, \quad h=0,1,2,  \tag{5.3}\\
& M^{(h, i)}\left(\boldsymbol{\rho}, \rho^{\prime}\right) \\
& =\left[L^{(h)}(\rho)\right]^{1 / 2} \int_{\Omega} d^{2} \rho^{\prime \prime}\left[G^{\text {CT }}\left(\rho-\rho^{\prime \prime}\right) L^{(0)}\left(\rho^{\prime \prime}\right)\right. \\
& \left.+\sum_{j=1}^{2} \frac{\partial G^{\mathrm{CT}}\left(\rho-\rho^{\prime \prime}\right)}{\partial\left(x_{j}-x_{j}^{\prime \prime}\right)} L^{(j)}\left(\rho^{\prime \prime}\right)\right]
\end{align*}
$$

The factors $\left[L^{(h)}(\mathbf{p})\right]^{1 / 2}$ are the natural generalization to the actual vector case of a simpler factor, which proves useful in studying the scattering integral equation for a nonrelativistic scalar quantum particle, which interacts with an external potential $V(\bar{x})$. In fact, in the latter (quantum) case, the multiplication by $V^{1 / 2}$ transforms the scattering integral equation into another one whose kernel is HilbertSchmidt. ${ }^{18}$
(b) One has $\left\|Q_{0}\right\|_{2}<+\infty$. This property comes from the factor $\left[L^{(h)}(\rho)\right]^{1 / 2}$ in Eq. (5.2) and the fact that $\int_{\left|\boldsymbol{\rho}^{\prime}\right|<\eta} d^{2} \mathbf{\rho}^{\prime}|\ln | \boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}| |<+\infty$ and $\int_{\left|\mathbf{p}^{\prime}\right|<\eta} d^{2} \mathbf{\rho}^{\prime}\left(\left|\mathbf{p}-\boldsymbol{\rho}^{\prime}\right|\right)^{-1}<+\infty$ for finite $\boldsymbol{\rho}$.
(c) Assume $\|M\|_{2}<1$. Then, the series for $\bar{Q}^{(h)}(\rho)$, $h=0,1,2$ obtained by successive iterations of Eq. (5.5) converge. In fact, by iterating Eq. (5.5), majorizing term by term in $L^{2}$-norm and summing the resulting geometric series, one gets $\|Q\|_{2} \leqslant\left(1-\|M\|_{2}\right)^{-1} \cdot\left\|Q_{0}\right\|_{2}$.
(d) Moreover, since $\|M\|_{2}<+\infty$ and $\left\|Q_{0}\right\|_{2}<+\infty$, the modified Fredholm theory gives the solution of Eq. (5.5) as a ratio of two series, provided that the modified Fredholm determinant does not vanish. Both series always converge for any cross section of the cylinder and any magnitude and variation of $\epsilon(\rho)$ (which be compatible with the assumptions made upon it). We shall omit the detailed expressions for the Fredholm series. ${ }^{19}$

We shall study briefly the convergence condition $\|M\|_{2}<1$ under the same simplifying assumptions (a) $\left[\epsilon(p) \simeq \epsilon, L^{(1)}\right.$ and $L^{(2)}$ are neglected, etc.], and (b) [the wavelength is larger than a characteristic length $a(\Omega)$ of $\Omega$ ] as in Sec. 4. Again, the contributions from $\partial \epsilon / \partial x_{i}, i=1,2$ are taken as negligible. Upon performing the same approximation on $G_{\alpha \beta}^{\mathrm{CT}}$ as there, the condition $\|M\|_{2}<1$ becomes

$$
\begin{aligned}
& \frac{|\epsilon-1|}{2}\left\{\left\{[k a(\Omega)]^{2}|\ln k a(\Omega)|+\left[k_{3} a(\Omega)\right]^{2}\right.\right. \\
& \left.\quad \times\left|\ln k_{3} a(\Omega)\right|\right\}^{2} \\
& \quad+\frac{3}{4}\left\{\left[(k a(\Omega))^{2}+2\left(k_{3} a(\Omega)\right)^{2}\right]\right. \\
& \left.\quad \times|\ln k a(\Omega)|-\left(k_{3} a(\Omega)\right)^{2}\left|\ln k_{3} a(\Omega)\right|^{2}\right\}^{1 / 2}<1 .
\end{aligned}
$$

This condition, as well as the one obtained at the end of Sec. 4, ensure the convergence of the iterations of Eqs. (4.1) [or (4.4)] and (5.5), respectively, for suitably small values of $k a(\Omega)$ and $k_{3} a(\Omega)$. The latter may well correspond, physically, to the domain of radio-and, even, microwaves. In the optical domain, at least $k a(\Omega)$ is, frequently, much larger than 1, so that our short-distance approximation for $G^{\text {CT }}$ fails. If $k a(\Omega) \gg 1$ and $k_{3} a(\Omega) \gg 1$, and under the same conditions upon $\epsilon$, the leading contributions to both $\alpha$ and $\|M\|_{2}$ can be estimated by using Eq. (3.15). One finds:
$\alpha \simeq 2\left[\frac{2 \pi}{k a(\Omega)}\right]^{1 / 2} \cdot|\epsilon-1|\left\{[k a(\Omega)]^{2}+\left[k_{3} a(\Omega)\right]^{2}\right\}$,

$$
\begin{aligned}
\|M\|_{2} & \simeq\left[\frac{\pi}{2 k a(\Omega)}\right]^{1 / 2} \cdot|\epsilon-1| \\
& \times\left\{[k a(\Omega)]^{2}+\left[k_{3} a(\Omega)\right]^{2}\right\} .
\end{aligned}
$$

Then, the series of iterations for Eqs. (4.4) and (5.5) may still converge provided that $|\epsilon-1|$ be sufficiently small.
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The equations of plane, steady nondissipative magnetogasdynamics are formulated in terms of an exterior differential system. Reciprocal-type invariant transformations are derived as symmetries of this system.

## 1. INTRODUCTION

It was Haar ${ }^{1}$ in 1928 who first presented explicitly a class of transformations which leave invariant, up to the equation of state, the governing equations of plane potential gasdynamics. However, it may be shown that the pressuredensity approximation to the adiabatic gas law introduced as early as 1904 by Chaplygin ${ }^{2}$ in his now classical work on gas jets may be set in the context of a class of Bäcklund transformations of the hodograph equations of gasdynamics (Loewner ${ }^{3}$ ).

In 1938, Bateman ${ }^{4}$ constructed a further class of transformations which leave invariant the gasdynamic equations. These have been termed the "reciprocal relations" and a specialization of these were used by $\mathrm{Tsien}^{5}$ in connection with the approximation of certain subsonic adiabatic gas flows. Bateman ${ }^{6}$ subsequently observed that both the Haar transformations and the reciprocal relations are of the Bäcklund type. Since that time reciprocal and other invariant transformations have been the subject of extensive enquiry. ${ }^{7-23}$

In the present paper, a new class of transformations are introduced which leave invariant the equations of two-dimensional, steady, nondissipative magnetogasdynamics. The basic equations may be written in the form of four conservation laws ${ }^{22}$

$$
\begin{equation*}
\partial_{1} A_{2}^{i}-\partial_{2} A_{1}^{i}=0, \quad i=1, \ldots, 4 \tag{1.1}
\end{equation*}
$$

together with the relation

$$
\begin{equation*}
\mu\left(u H_{2}-v H_{1}\right)=\alpha, \tag{1.2}
\end{equation*}
$$

where $\left[A_{j}^{i}\right]$ is the matrix

$$
\begin{align*}
& {\left[A_{j}^{i}\right]} \\
& =\left[\begin{array}{ll}
\rho u v-\mu^{2} H_{1} H_{2} & -\left\{\mathscr{P}+\rho u^{2}-\mu^{2} H_{1}^{2}\right\} \\
-\left\{\mathscr{P}+\rho v^{2}-\mu^{2} H_{2}^{2}\right\} & \rho u v-\mu^{2} H_{1} H_{2} \\
\rho v & -\rho u \\
\mu H_{2} & -\mu H_{1}
\end{array}\right], \tag{1.3}
\end{align*}
$$

while $\mathscr{P}$ is the total magnetic pressure, $\rho$ is the gas density, $u$ and $v$ are the velocity components, $H_{i}(i=1,2)$ are the components of the magnetic field, $\mu$ is the magnetic permeability (assumed constant), and $\alpha$ is a constant.

Equations in the form of conservation laws in two independent variables may be conveniently expressed in terms of differential 1-forms. Thus, if we coordinatize $\mathbb{R}^{8}$ by $x^{1}, x^{2}, u$, $v, \mathscr{P}, \rho, H_{1}$, and $H_{2}$ we may introduce coordinates $w^{i}$ ( $i=1, \ldots, 4$ ) on $\mathbb{R}^{4}$ and an exterior differential system $\Sigma$ on $\mathbb{R}^{8}$ $\times \mathbb{R}^{4}$ whose solutions are the solutions of the system (1.1)(1.3), namely, the exterior ideal generated by the 0 -form

$$
\begin{equation*}
h:=\mu\left(u H_{2}-v H_{1}\right)-\alpha, \tag{1.4}
\end{equation*}
$$

and the 1 -forms

$$
\begin{equation*}
\beta^{i}:=d w^{i}-A_{a}^{i} d x^{a} . \tag{1.5}
\end{equation*}
$$

A solution of $\Sigma$ will be defined as a two-dimensional submanifold $(\phi, N), \phi: N \rightarrow \mathbb{R}^{8} \times \mathbb{R}^{4}$ which is transversal to the coordinates $\boldsymbol{x}^{a}$, and satisfies

$$
\phi^{*} \Sigma=0
$$

A solution of $\Sigma$ is therefore given locally by a map of the form

$$
\left(\begin{array}{c}
x^{1} \\
x^{2} \\
x^{2}
\end{array}\right) \rightarrow\left(\begin{array}{c}
u\left(x^{1}, x^{2}\right) \\
v\left(x^{1}, x^{2}\right) \\
\mathscr{P}\left(x^{1}, x^{2}\right) \\
\rho\left(x^{1}, x^{2}\right) \\
H_{1}\left(x^{1}, x^{2}\right) \\
H_{2}\left(x^{1}, x^{2}\right) \\
w^{1}\left(x^{1}, x^{2}\right) \\
w^{2}\left(x^{1}, x^{2}\right) \\
w^{3}\left(x^{1}, x^{2}\right) \\
w^{4}\left(x^{1}, x^{2}\right)
\end{array}\right)
$$

such that $u, v, \mathscr{P}, \rho, H_{1}$, and $H_{2}$ satisfy the system (1.1)(1.3).

A diffeomorphism $\psi$ of $\mathbb{R}^{8} \times \mathbb{R}^{4}$ which satisfies $\psi^{*} \Sigma \subset \Sigma$ will be called a symmetry of $\Sigma$. Thus, if $\psi$ is a symmetry of $\Sigma$, and ( $\phi, N$ ) is a solution of $\Sigma$, then so is ( $\psi \circ \phi, N$ ) [provided $\psi \circ \phi$ is transversal to the coordinates $\left(x^{a}\right)$ ]. We shall demonstrate in Sec. 2 that reciprocal type symmetries of $\Sigma$ exist.

## 2. RECIPROCAL TYPE SYMMETRIES OF $\Sigma$

Consider a diffeomorphism $\psi$ of $\mathbb{R}^{8} \times \mathbb{R}^{4}$ which is linear in the coordinates $x^{a}, \omega^{i}$, namely

$$
\begin{equation*}
x^{\prime a}:=\psi^{*} x^{a}=B_{j}^{a} \omega^{j}+C_{k}^{a} x^{k} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega^{\prime i}:=\psi^{*} \omega^{i}=b_{j}^{i} \omega^{j}+c_{k}^{i} x^{k} \tag{2.2}
\end{equation*}
$$

where $B_{j}^{a}, C_{k}^{a}, b_{j}^{i}$, and $c_{k}^{i}$ are constants. The condition $\psi^{*} \Sigma \subset \Sigma$
may now be used to determine the remaining quantities

$$
\begin{aligned}
& u^{\prime}:=\psi^{*} u, \quad v^{\prime}:=\psi^{*} v, \quad \mathscr{P}^{\prime}:=\psi^{*} \mathscr{P}, \quad \rho^{\prime}:=\psi^{*} \rho \\
& H_{i}^{\prime}:=\psi^{*} H_{1}, \quad i=1,2,
\end{aligned}
$$

as follows.
From Eqs. (2.1) and (2.2)

$$
\begin{aligned}
\psi^{*} \beta^{i} & =\psi^{*} d w^{i}-\psi^{*} A_{a}^{i} \cdot \psi^{*} d x^{a} \\
& =b_{j}^{i} d w^{j}-c_{a}^{i} d x^{a}-\psi^{*} A_{k}^{i}\left(B_{j}^{k} d w^{j}+C_{a}^{k} d x^{a}\right)
\end{aligned}
$$

and from (1.4) and (1.5)

$$
d w^{j}=A_{a}^{j} d x^{a}, \quad \bmod \Sigma
$$

so that
$\psi^{*} B^{i}=\left[b_{j}^{i} A_{a}^{j}+c_{a}^{i}-A_{k}^{i}\left(B_{j}^{k} A_{a}^{j}+C_{a}^{k}\right)\right] d x^{a}, \bmod \Sigma$,
where

$$
\begin{equation*}
A_{k}^{\prime i}:=\psi^{*} A_{k}^{i}=A_{k}^{i} \circ \psi \tag{2.3}
\end{equation*}
$$

Thus, $\psi^{*} \beta^{i} \in \Sigma$ iff

$$
\begin{equation*}
b_{j}^{i} A_{a}^{j}+c_{a}^{i}-A_{k}^{\prime i}\left(B_{j}^{k} A_{a}^{j}+C_{a}^{k}\right)=0 \tag{2.4}
\end{equation*}
$$

The condition (2.4) provides eight equations for the six unknowns in terms of $u, v, \mathscr{P}, \rho$, and the $H_{i}(i=1,2)$, together with the constants $b_{j}^{i}, c_{a}^{i}, B_{j}^{k}$, and $C_{a}^{k}$. The requirement

$$
\begin{equation*}
\psi^{*} h=l h, \tag{2.5}
\end{equation*}
$$

where $l$ is a constant, provides a ninth equation. Thus, in general, it is to be expected that it will be necessary to impose three additional constraints in order to obtain symmetries of the present type. Such overconstrained systems are characteristic of the algebra associated with Bäcklund transformations. It is possible however to reduce the number of constraints to two as is evidenced in the following illustration of the method.

## 3. AN INVARIANT TRANSFORMATION

The matrices $\left[b_{j}^{i}\right],\left[c_{a}^{i}\right],\left[B_{j}^{k}\right]$, and $\left[C_{a}^{k}\right]$ are chosen to be of the forms

$$
\begin{aligned}
& {\left[b_{j}^{i}\right]=\left[\begin{array}{cc}
0_{2}^{2} & 0_{2}^{2} \\
0_{2}^{2} & \Lambda\left(a_{1}, a_{2}\right)
\end{array}\right], \quad\left[c_{a}^{i}\right]=\left[\begin{array}{ccc}
c & & c \\
-c & & c \\
& 0_{2}^{2} & ], \\
{\left[B_{j}^{k}\right]=\left[\begin{array}{ccc}
b & -b & \\
b & b & 0_{2}^{2}
\end{array}\right], \quad\left[C_{a}^{k}\right]=\left[0_{2}^{2}\right],}
\end{array},\right.}
\end{aligned}
$$

and $\left[A_{j}^{i}\right]$ is written as

$$
\left[A_{j}^{i}\right]=\left[\begin{array}{cc}
S & -U  \tag{3.2}\\
-V & S \\
\rho v & -\rho u \\
\mu H_{2} & -\mu H_{1}
\end{array}\right],
$$

where

$$
\begin{aligned}
& S:=\rho u v-\mu^{2} H_{1} H_{2}, \quad U:=\mathscr{P}+\rho u^{2}-\mu^{2} H_{1}^{2} \\
& V:=\mathscr{P}+\rho v^{2}-\mu^{2} H_{2}^{2}
\end{aligned}
$$

In the above, $a_{i} i=1,2$ and $b, c$ are real constants. It follows that

$$
B_{j}^{k} A_{a}^{j}+C_{a}^{k}=b\left[\begin{array}{cc}
S+V & -(S+U)  \tag{3.3}\\
S-V & S-U
\end{array}\right]
$$

so that

$$
\begin{equation*}
\operatorname{det}\left(B_{j}^{k} A_{k}^{j}+C_{a}^{k}\right)=2 b^{2}\left(S^{2}-U V\right)=-2 b^{2} J \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
J=\mathscr{P}^{2}+\mathscr{P}\left(\rho q^{2}-\mu^{2} H^{2}\right)-\rho \alpha^{2} \tag{3.5}
\end{equation*}
$$

Thus,

$$
\left[B_{j}^{k} A_{a}^{j}+C_{a}^{k}\right]^{-1}=-\frac{1}{2 b J}\left[\begin{array}{cc}
S-U & S+U  \tag{3.6}\\
-(S-V) & S+V
\end{array}\right]
$$

while

$$
\left[b_{j}^{i} A_{a}^{j}+c_{a}^{i}\right]=\left[\begin{array}{cc}
c & c  \tag{3.7}\\
-c & c \\
a_{1} \rho v & -a_{1} \rho u \\
a_{2} \mu H_{2} & -a_{2} \mu H_{1}
\end{array}\right]
$$

so that

$$
\left[A_{j}^{\prime i}\right]=-\frac{1}{2 b J}\left[\begin{array}{ll}
c(V-U) & c(2 S+U+V)  \tag{3.8}\\
-c(2 S-U-V) & c(V-U) \\
-a_{1} \rho\left[\mathscr{P}(u+v)+\mu \alpha\left(H_{1}-H_{2}\right)\right] & -a_{1} \rho\left[\mathscr{P}(u-v)-\mu \alpha\left(H_{1}+H_{2}\right)\right] \\
-a_{2}\left[\mu \mathscr{P}\left(H_{1}+H_{2}\right)+\rho \alpha(u-v)\right] & -a_{2}\left[\mu \mathscr{P}\left(H_{1}-H_{2}\right)-\rho \alpha(u+v)\right]
\end{array}\right]
$$

In this case, the nature of the matrices $B_{j}^{k}$ and $c_{a}^{i}$ has guaranteed that $A_{1}^{\prime \prime}=A_{2}^{\prime 2}$ so that the number of equations for $\mathscr{P}^{\prime}$, $\rho^{\prime}, u^{\prime}, v^{\prime}$, and $\mu H_{i}^{\prime}(i=1,2$,$) has been reduced to seven, obtained by comparison of (3.8) and the primed counterpart of (1.3),$ augmented by the constraint (2.5). Thus, in general, $\mathscr{P}^{\prime}, \rho^{\prime}, u^{\prime}, v^{\prime}$, and $\mu H_{i}^{\prime}$ may be determined in terms of $\mathscr{P}, \rho, u, v$, and $\mu H_{i}$ subject to two constraints on the latter six quantities.

Now, comparison of the $(4,1)$ and $(4,2)$ terms of $(3.8)$ and

$$
\left[A_{j}^{i}\right]=\left[\begin{array}{cc}
\rho^{\prime} u^{\prime} v^{\prime}-\mu^{2} H_{1}^{\prime} H_{2}^{\prime} & -\left\{\mathscr{P}^{\prime}+\rho^{\prime} u^{\prime 2}-\mu^{2} H_{1}^{\prime 2}\right\}  \tag{3.9}\\
-\left(\mathscr{P}^{\prime}+\rho^{\prime} v^{\prime 2}-\mu^{2} H_{2}^{\prime 2}\right) & \rho^{\prime} u^{\prime} v^{\prime}-\mu^{2} H_{1}^{\prime} H_{2}^{\prime} \\
\rho^{\prime} v^{\prime} & -\rho^{\prime} u^{\prime} \\
\mu H_{2}^{\prime} & -\mu H_{1}^{\prime}
\end{array}\right]
$$

produces the required expressions for the new components $H_{i}^{\prime}$ of the magnetic field in terms of the original magnetogasdynamic variables, namely

$$
\begin{equation*}
\mu H_{1}^{\prime}=-a_{2}\left[\mathscr{P} \mu\left(H_{1}-H_{2}\right)-\rho \alpha(u+v)\right] / 2 J b \tag{3.10}
\end{equation*}
$$

and

$$
\mu H_{2}^{\prime}=a_{2}\left[\mathscr{P} \mu\left(H_{1}+H_{2}\right)+\rho \alpha(u-v)\right] / 2 J b
$$

or,

$$
\begin{equation*}
\mu H^{\prime}=-\frac{a_{2}}{2 J b}[\mathscr{P} \mu(1-i) \bar{H}-\rho \alpha(1+i) \bar{q}] \tag{3.11}
\end{equation*}
$$

where $H:=H_{1}+i H_{2}, q:=u+i v$, and similarly for the primed quantities. On the other hand, comparison of the (3.1) and (3.2) entries of (3.8) and (3.9), yields

$$
\begin{equation*}
\rho^{\prime} u^{\prime}=-a_{1} \rho\left[\mathscr{P}(u-v)-\mu \alpha\left(H_{1}+H_{2}\right)\right] / 2 J b \tag{3.12}
\end{equation*}
$$

and

$$
\rho^{\prime} v^{\prime}=a_{1} \rho\left[\mathscr{P}(u+v)+\mu \alpha\left(H_{1}-H_{2}\right)\right] / 2 J b,
$$

or,

$$
\begin{equation*}
\rho^{\prime} q^{\prime}=-\frac{a_{1} \rho}{2 J b}[\mathscr{P}(1-i) \bar{q}-\mu \alpha(1+i) \bar{H}] \tag{3.13}
\end{equation*}
$$

Now, (2.5) implies that

$$
\begin{equation*}
2 i \rho^{\prime} \alpha^{\prime}=-\mu\left\{\rho^{\prime} q^{\prime} \bar{H}^{\prime}-\rho^{\prime} \bar{q} H\right\} \tag{3.14}
\end{equation*}
$$

where $\alpha^{\prime}=l \alpha$, so that, from (3.11) and (3.13) we obtain the expressions for the new gas density and the new gas velocity components in the forms

$$
\begin{equation*}
\rho^{\prime}=-a_{1} a_{2} \alpha \rho / 2 b^{2} \alpha^{\prime} J \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
q^{\prime}=\left(b \alpha^{\prime} / a_{2} \alpha\right)[\mathscr{P}(1-i) \bar{q}-\mu \alpha(1+i) \bar{H}] \tag{3.16}
\end{equation*}
$$

respectively.
Further, comparison of the $(1,2)$ or $(2,1)$ entries of (3.8) and (3.9) gives the new total magnetic pressure, namely

$$
\begin{align*}
\mathscr{P}^{\prime}= & \frac{a_{1} \alpha^{\prime}}{2 a_{2} \alpha J}\left[\mathscr{P}(u+v)+\mu \alpha\left(H_{1}-H_{2}\right)\right]^{2} \\
& +\frac{c}{2 b J}\left[2 \mathscr{P}+\rho(u-v)^{2}-\mu^{2}\left(H_{1}-H_{2}\right)^{2}\right] \\
& -\frac{a_{2}^{2}}{4 J^{2} b^{2}}\left[\mathscr{P} \mu\left(H_{1}+H_{2}\right)+\rho \alpha(u-v)\right]^{2} \tag{3.17}
\end{align*}
$$

Finally, the (1,1) terms of (3.8) and (3.9) yield

$$
\begin{align*}
& \rho^{\prime} u^{\prime} v^{\prime}-\mu^{2} H_{\mathrm{i}}^{\prime} H_{2}^{\prime} \\
& \quad=(c / 2 b J)\left[\rho\left(u^{2}-v^{2}\right)-\mu^{2}\left(H_{1}^{2}-H_{2}^{2}\right)\right] \tag{3.18}
\end{align*}
$$

while the $(1,2)$ and $(2,1)$ terms give, for $\mathscr{P}^{\prime}$ to be defined consistently,

$$
\begin{align*}
& \rho^{\prime}\left(u^{\prime 2}-v^{\prime 2}\right)-\mu^{2}\left(H_{1}^{\prime 2}-H_{2}^{\prime 2}\right) \\
& \quad=(2 c / b J)\left(\rho u v-\mu^{2} H_{1} H_{2}\right) . \tag{3.19}
\end{align*}
$$

The conditions (3.18) and (3.19) may be conveniently combined to give the single relation

$$
\begin{equation*}
\rho^{\prime} q^{\prime 2}-\mu^{2} H^{\prime 2}=(c / b J)\left(\rho q^{2}-\mu^{2} H^{2}\right) \tag{3.20}
\end{equation*}
$$

Thus, to summarize, it has been shown that the magnetogasdynamic Eqs. (1.1)-(1.3) are invariant under the transformations defined by (2.1)-(2.2) subject to the requirement (3.20). Moreover, the new magnetogasdynamic variables are given explicitly by (3.11) and (3.15)-(3.17).

## ACKNOWLEDGMENTS

One of the authors (C.R) would like to express his gratitude to the Department of Applied Mathematics and Theoretical Physics, University of Cambridge where part of this work was undertaken. Support under National Research Council of Canada Grant No. A0879 is also acknowledged.

[^20]
## Nonperiodic oscillations of Langmuir waves

P.K.C. Wang<br>School of Engineering and Applied Science, University of California, Los Angeles, California 90024

(Received 21 December 1978; accepted for publication 15 October 1979)


#### Abstract

It is shown that the single-mode equations derived from Zakharov's model for Langmuir turbulence in a plasma in the presence of an external spatially homogeneous electric field oscillating at the electron plasma frequency has nonperiodic chaotic solutions whose power spectra have turbulence-like features. Bounds for these chaotic solutions are derived. Typical numerical results are presented for the one-dimensional case.


## 1. INTRODUCTION

It has been observed that certain nonlinear ordinary differential equations have chaotic or turbulence-like solutions. ${ }^{1-4}$ A simple example is the Lorenz model for thermal convection in a fluid layer. ${ }^{1}$ Recently, Ruelle and Takens proposed that fluid turbulence can be mathematically characterized by this class of solutions whose trajectories in the state space are attracted to a nonempty set ("strange attractor") which is neither an equilibrium set nor a periodic orbit. ${ }^{5}$ On this set, the trajectories exhibit chaotic oscillations. Moreover, they are sensitive to variations in the initial conditions. Here, we shall demonstrate that the single-mode equations derived from the Zakharov's model for Langmuir turbulence in a plasma have nonperiodic chaotic solutions.

We begin with the following dimensionless form of Zakharov's equations describing the nonlinear interaction of high-frequency electron oscillations with an ion fluid in the presence of an external spatially homogeneous electric field oscillating at the electron plasma frequency $\omega_{p}:{ }^{: 6-8}$

$$
\begin{align*}
& \nabla \cdot\left[i \frac{\partial \mathbf{E}}{\partial t}+\nabla^{2} \mathbf{E}-n\left(\mathbf{E}+\mathbf{E}_{0}\right)\right]=0,  \tag{1}\\
& \frac{\partial^{2} n}{\partial t^{2}}-\nabla^{2} n=\nabla^{2}\left[|\mathbf{E}|^{2}+\mathbf{E}_{0} \cdot\left(\mathbf{E}+\mathbf{E}^{*}\right)\right] \tag{2}
\end{align*}
$$

where $i=V-1 ;(\cdot)^{*}$ denotes complex conjugation, and $\mathbf{a} \cdot \mathbf{b}$ the usual scalar product of two real or complex vectors $a$ and b. $\mathbf{E}=\left(E_{1}, \ldots, E_{N}\right)$ is the complex amplitude of the highfrequency electric field $\mathscr{E}$ given by

$$
\begin{equation*}
\mathscr{E}(t, \mathbf{x})=\operatorname{Re}\left[\mathbf{E}(t, \mathbf{x}) \exp \left(-i \omega_{p} t\right)\right] \tag{3}
\end{equation*}
$$

and $n$ is a real quantity corresponding to the low-frequency perturbation in the ion density from its constant equilibrium value $n_{0}$. The units of time $t$, spatial coordinates $\mathbf{x}=\left(x_{1}\right.$, $\left.\ldots, x_{N}\right)$, electric fields $\mathbf{E}_{0}$ and $\mathbf{E}$, and ion density perturbation are respectively, $3 /\left(2 \alpha \omega_{p}\right),(3 / 2) \alpha^{-1 / 2} \lambda_{D},\left[(64 / 3) \pi n_{0} m_{e}\right.$ $\left.\mathrm{c}_{\mathrm{s}}^{2}\right]^{1 / 2}$, and (4/3) $\alpha n_{0}$, where $\alpha$ is the electron-ion mass ratio $m_{e} / m_{i}, \lambda_{D}$ the Debye length, and $c_{s}$ is the ion acoustic speed. Here, $\mathrm{E}_{0}=\left(E_{01}, \ldots, E_{0 N}\right)$ is a real constant vector corresponding to the normalized amplitude of the external electric field. It is of interest to determine the behavior of the solutions of (1) and (2) (with appropriate damping terms) as a function of the parameter $\mathbf{E}_{0}$, in particular, the existence of turbulence-like solutions for some $\mathbf{E}_{0}$, and the onset of such solutions as $\mathbf{E}_{0}$ tends to some threshold values.

## 2. SIMPLIFIED MODEL

Let the spatial domain $\Omega$ be a bounded open subset of the $N$-dimensional Euclidean space $\mathbb{R}^{N}$, and $L^{2}(\Omega)$ denote the Hilbert space of real square-integrable functions defined on $\Omega$ with inner product $\langle u, v\rangle=\int_{\Omega} u(\mathbf{x}) v(\mathbf{x}) d \Omega$. Let $\left\{\phi_{k}\right\}$ be a countable orthonormal basis for $L^{2}(\Omega)$. We seek solutions to (1) and (2) in the form:

$$
\begin{equation*}
\mathbf{E}(t, \mathbf{x})=\sum_{k} \mathbf{E}_{k}(t) \phi_{k}(\mathbf{x}), \quad n(t, \mathbf{x})=\sum_{k} n_{k}(t) \phi_{k}(\mathbf{x}) \tag{4}
\end{equation*}
$$

If the boundary of $\Omega$ is sufficiently smooth, then the Laplacian with suitable homogeneous boundary conditions is a negative operator with a countable point spectrum. We may take $\phi_{k}$ to be the orthonormalized eigenfunction of $\nabla^{2}$ corresponding to the eigenvalue $\lambda_{k}=-\mu_{k}^{2}$. In this case, we may substitute (4) into (1) and (2), multiply both sides of the equations by $\phi_{m}(\mathbf{x})$, and integrate over $\Omega$ to give a countably infinite system of ordinary differential equations for $\mathbf{E}_{m}$ and $n_{m}$ :
$i \frac{d \mathbf{E}_{m}}{d t}-\mu_{m}^{2} \mathbf{E}_{m}=n_{m} \mathbf{E}_{0}+\sum_{k} \sum_{k^{\prime}} \alpha_{m k k^{\prime}} n_{k} \mathbf{E}_{k^{\prime}}$,
$\frac{d^{2} n_{m}}{d t^{2}}+\mu_{m}^{2} n_{m}$

$$
\begin{equation*}
=-\mu_{m}^{2} \mathbf{E}_{0} \cdot\left(\mathbf{E}_{m}+\mathbf{E}_{m}^{*}\right)+\sum_{k} \sum_{k^{\prime}} \beta_{m k k} \cdot \mathbf{E}_{k} \cdot \mathbf{E}_{k^{\prime}} \tag{6}
\end{equation*}
$$

where $\mathbf{E}_{k} \cdot \mathbf{E}_{k^{\prime}}=\boldsymbol{\Sigma}_{j} E_{k j} E_{k^{\prime} j}^{*}$ and
$\alpha_{m k k^{\prime}}=\int_{\Omega} \phi_{k}(\mathbf{x}) \phi_{k^{\prime}}(\mathbf{x}) \phi_{m}(\mathbf{x}) d \Omega$.
$\beta_{m k k^{\prime}}=\int_{\Omega} \nabla^{2}\left[\phi_{k}(\mathbf{x}) \phi_{k^{\prime}}(\mathbf{x})\right] \phi_{m}(\mathbf{x}) d \Omega$.
By retaining only the terms involving $\mathbf{E}_{m}$ and $n_{m}$ in (5) and (6), we obtain the following simplified equations for a single mode $m$ :

$$
\begin{gather*}
i \frac{d \mathbf{E}_{m}}{d t}-\left(\mu_{m}^{2}-i \gamma_{m}\right) \mathbf{E}_{m}=n_{m}\left(\mathbf{E}_{0}+\alpha_{m} \mathbf{E}_{m}\right)  \tag{9}\\
\frac{d^{2} n_{m}}{d t^{2}}+2 \Gamma_{m} \frac{d n_{m}}{d t}+\mu_{m}^{2} n_{m} \\
=-\mu_{m}^{2} \mathbf{E}_{0} \cdot\left(\mathbf{E}_{m}+\mathbf{E}_{m}^{*}\right)+\beta_{m}\left|\mathbf{E}_{m}\right|^{2} \tag{10}
\end{gather*}
$$

where
$\alpha_{m}=\int_{\Omega} \phi_{m}^{3}(\mathbf{x}) d \Omega, \quad \beta_{m}=\int_{\Omega} \nabla^{2}\left[\phi_{m}^{2}(\mathbf{x})\right] \phi_{m}(\mathbf{x}) d \Omega$.
Also, we have added the phenomenological damping coefficients $\gamma_{m}$ and $\Gamma_{m}$. They may represent Landau damping of the high- and low-frequency waves. In what follows, we shall analyze the behavior of the solutions of (9) and (10) as $\mathbf{E}_{0}$ varies. For brevity, the subscript $m$ in (9) and (10) will be omitted in places where ambiguity does not arise.

A starting point for searching the strange attractor or chaotic solutions is to study the nature of the equilibrium points as $\mathbf{E}_{0}$ varies. It is known that chaotic solutions could arise after finite number of Hopf bifurcations, ${ }^{5}$ therefore we shall establish the existence of Hopf bifurcation points.

## 3. EQUILIBRIUM POINTS

Consider the following equations for determining the equilibrium points of (9) and (10) for any given $\mathbf{E}_{0}$ :

$$
\begin{align*}
& \left(i \gamma-\mu^{2}\right) \mathbf{E}=n\left(\mathbf{E}_{0}+\alpha \mathbf{E}\right),  \tag{12}\\
& \mu^{2} n=-\mu^{2} \mathbf{E}_{0} \cdot\left(\mathbf{E}+\mathbf{E}^{*}\right)+\beta|\mathbf{E}|^{2} . \tag{13}
\end{align*}
$$

Using (13) to eliminate $n$ in (12), we obtain an equation for $\mathbf{E}$ :

$$
\begin{equation*}
\left(i \gamma-\mu^{2}\right) \mathbf{E}=\left[-\mathbf{E}_{0} \cdot\left(\mathbf{E}+\mathbf{E}^{*}\right)+\beta \mu^{-2}|\mathbf{E}|^{2}\right]\left(\mathbf{E}_{0}+\alpha \mathbf{E}\right) \tag{14}
\end{equation*}
$$

Evidently, since $\mathbf{E}_{0}$ is a real $N$-dimensional vector and $n$ is real, a solution of (14) must be a complex scalar multiple of $\mathbf{E}_{0}$ (i.e., $\mathbf{E}=\xi \mathbf{E}_{0}$ for some $\xi=\xi_{R}+i \xi_{I}$ ). Thus, the solution of (14) reduces to finding $\xi$. Note that $\mathbf{E}=\mathbf{0}$ is a solution of (14) for any $\mathbf{E}_{0}$. Substituting $\mathbf{E}=\boldsymbol{\xi} \mathbf{E}_{0}$ into (14) leads to the following equations for $\xi_{R}$ and $\xi_{I}$ :

$$
\begin{align*}
& -\left(\mu^{2} \xi_{R}+\gamma \xi_{I}\right) \\
& \quad=\left\{\beta \mu^{-2}\left(\xi_{R}^{2}+\xi_{I}^{2}\right)-2 \xi_{R}\right\}\left(1+\alpha \xi_{R}\right)\left\|\mathbf{E}_{0}\right\|^{2},
\end{aligned} \quad \begin{aligned}
 \tag{15}\\
\quad \gamma \xi_{R}-\mu^{2} \xi_{I}=\left\{\beta \mu^{-2}\left(\xi_{R}^{2}+\xi_{I}^{2}\right)-2 \xi_{R}\right\} \alpha \xi_{I}\left\|\mathbf{E}_{0}\right\|^{2}, \tag{16}
\end{align*}
$$

and

$$
\begin{equation*}
n=\left\{\beta \mu^{-2}\left(\xi_{R}^{2}+\xi_{I}^{2}\right)-2 \xi_{R}\right\}\left\|\mathbf{E}_{0}\right\|^{2} \tag{17}
\end{equation*}
$$

where $\left\|\mathbf{E}_{0}\right\|^{2}=\mathbf{E}_{0} \cdot \mathbf{E}_{0}$.
Dividing (15) by (16) gives

$$
\begin{equation*}
\xi_{R}^{2}+\xi_{I}^{2}=(\alpha \gamma)^{-1}\left(\mu^{2} \xi_{I}-\gamma \xi_{R}\right) \tag{18}
\end{equation*}
$$

which implies that a solution must lie on the circle:

$$
\begin{equation*}
\left(\xi_{R}+\frac{1}{2 \alpha}\right)^{2}+\left(\xi_{I}-\frac{\mu^{2}}{2 \alpha \gamma}\right)^{2}=\frac{\left(\mu^{4}+\gamma^{2}\right)}{(2 \alpha \gamma)^{2}} \tag{19}
\end{equation*}
$$

Now, we substitute (18) into (16) and solve for $\xi_{R}$ in
terms of $\xi_{I}$ :

$$
\begin{align*}
\xi_{R}= & \xi_{I}\left(\mu^{2}+\beta \gamma^{-1}\left\|\mathbf{E}_{0}\right\|^{2} \xi_{I}\right) \\
& \times\left[\gamma+\left(2 \alpha+\beta \mu^{-2}\right)\left\|\mathbf{E}_{0}\right\|^{2} \xi_{I}\right]^{-1} \tag{20}
\end{align*}
$$

Finally, using (20) to eliminate $\xi_{R}$ in (18) leads to the following quadratic equation for $\xi_{I}$ :

$$
\begin{equation*}
A \xi_{I}^{2}+B \xi_{I}+C=0 \tag{21}
\end{equation*}
$$

where

$$
\begin{align*}
& A=\left[(\beta / \gamma)^{2}+\delta^{2}\right]\left\|\mathbf{E}_{0}\right\|^{4},  \tag{22}\\
& B=2\left(\mu^{2} \beta \gamma^{-1}+\gamma \delta\right)\left\|\mathbf{E}_{0}\right\|^{2}-2 \mu^{2} \delta \gamma^{-1}\left\|\mathbf{E}_{0}\right\|^{4},  \tag{23}\\
& C=\mu^{4}+\gamma^{2}-2 \mu^{2}\left\|\mathbf{E}_{0}\right\|^{2}  \tag{24}\\
& \delta=\left(2 \alpha+\beta \mu^{-2}\right)  \tag{25}\\
& \text { If } B^{2}-A C \geqslant 0 \text { or } \\
& \left\|\mathbf{E}_{0}\right\|^{4}-4 \alpha \beta \delta^{-2}\left\|\mathbf{E}_{0}\right\|^{2}-(2 \alpha \gamma / \delta)^{2} \geqslant 0, \tag{26}
\end{align*}
$$

then (21) has real roots given explicitly by

$$
\begin{align*}
\xi_{I}^{ \pm}= & \frac{\delta \gamma \mu^{2}}{\left(\beta^{2}+\delta^{2} \gamma^{2}\right)\left\|\mathbf{E}_{0}\right\|^{2}}\left\{\left\|\mathbf{E}_{0}\right\|^{2}-\frac{\left(\mu^{2} \beta+\gamma^{2} \delta\right)}{\delta \mu^{2}}\right. \\
& \left. \pm\left[\left\|\mathbf{E}_{0}\right\|^{4}-4 \alpha \beta \delta^{-2}\left\|\mathbf{E}_{0}\right\|^{2}-\left(\frac{2 \alpha \gamma}{\delta}\right)^{2}\right]^{1 / 2}\right\} \tag{27}
\end{align*}
$$

For $\left\|\mathbf{E}_{0}\right\|^{2} \geqslant 0$, condition (26) is satisfied if and only if

$$
\begin{equation*}
\left\|\mathbf{E}_{0}\right\|^{2} \geqslant E_{o c}^{2} \triangleq 2 \alpha \delta^{-2}\left[\beta+\left(\beta^{2}+\delta^{2} \gamma^{2}\right)^{1 / 2}\right] \tag{28}
\end{equation*}
$$

Thus, we conclude that for $0 \leqslant\left\|\mathbf{E}_{0}\right\|<E_{o c}$, the origin $(\mathbf{E}, n, \dot{n})=(0+j 0,0,0)$ is the only equilibrium state of system (9) and (10), where $\dot{n}$ denotes $d n / d t$. When $\left\|\mathbf{E}_{0}\right\|=E_{o c}$, a new equilibrium state $(\mathbf{E}, n, \dot{n})=(\operatorname{Re}(\mathbf{E})+i \operatorname{Im}(\mathbf{E}), n, 0)$ emerges, where $\operatorname{Re}(\mathbf{E})=\xi_{R} \mathbf{E}_{0}, \operatorname{Im}(\mathbf{E})=\xi_{R} \mathbf{E}_{0}$ with $\xi_{I}$ given by

$$
\begin{equation*}
\xi_{I}=\frac{\delta \gamma \mu^{2}}{\left(\beta^{2}+\delta^{2} \gamma^{2}\right) E_{o c}^{2}}\left(E_{o c}^{2}-\frac{\left(\mu^{2} \beta+\gamma^{2} \delta\right)}{\delta \mu^{2}}\right), \tag{29}
\end{equation*}
$$

and $\xi_{R}, n$ are given by (20) and (17) respectively. As $\left\|\mathbf{E}_{0}\right\|$ increases from $E_{o c}$, the foregoing nonzero equilibrium state bifurcates into two distinct equilibrium states $\left(\xi_{R}^{+} \mathbf{E}_{0}\right.$ $\left.+i \xi_{I}^{+} \mathbf{E}_{0}, n^{+}, 0\right)$ and $\left(\xi_{R}^{-} \mathbf{E}_{0}+i \xi_{I}^{-} \mathbf{E}_{0}, n^{-}, 0\right)$ where $\xi_{I}^{ \pm}$ are given by (27), whose corresponding $\xi_{R}^{ \pm}$and $n^{ \pm}$are determined respectively by (20) and (17). We note that $\xi_{R}$ and $\xi_{I}$ depend on $\left\|\mathbf{E}_{0}\right\|^{2}$. Also, the coefficient $C$ defined by (24) vanishes when

$$
\begin{equation*}
\left\|\mathbf{E}_{0}\right\|^{2}=\tilde{E}_{o c}^{2} \triangleq\left(\mu^{4}+\gamma^{2}\right) /\left(2 \mu^{2}\right) . \tag{30}
\end{equation*}
$$

Consequently, $\xi_{I}^{-}$also vanishes. Thus, in this case, the equilibrium set consists of the origin and the point [ $\mathcal{E}_{R}^{+}$ $\left.\left.+i \xi_{I}^{+}\right) \mathbf{E}_{0}, n^{+}, 0\right]$. When $\left\|\mathbf{E}_{0}\right\|$ increases from $\tilde{E}_{o c}$, we have again three distinct equilibrium points.

## 4. STABILITY OF EQUILIBRIUM

Let $\mathbf{E}_{R}=\operatorname{Re}(\mathbf{E}), \mathbf{E}_{I}=\operatorname{Im}(\mathbf{E})$, and $\mathbf{z}$ denote the $2(N+1)$-dimensional real vector $\left(n, \dot{n}, \mathbf{E}_{R}, \mathbf{E}_{I}\right)^{T}$, where $(\cdot)^{T}$ denotes transposition. We rewrite (9) and (10) in the form:

$$
\frac{d \mathbf{z}}{d t}=\mathbf{f}\left(\mathbf{z} ; \mathbf{E}_{0}\right) \triangleq\left[\begin{array}{l}
\dot{n}  \tag{31}\\
-\mu^{2} n-2 \Gamma \dot{n}-2 \mu^{2} \mathbf{E}_{0} \cdot \mathbf{E}_{R}+\beta\left(\left\|\mathbf{E}_{R}\right\|^{2}+\left\|\mathbf{E}_{I}\right\|^{2}\right) \\
-\gamma \mathbf{E}_{R}+\left(\mu^{2}+\alpha n\right) \mathbf{E}_{I} \\
-\gamma \mathbf{E}_{I}-\left(\mu^{2}+\alpha n\right) \mathbf{E}_{R}-n \mathbf{E}_{0}
\end{array}\right]
$$

Let $\mathbf{z}_{e}=\left(n^{e}, 0, \mathbf{E}_{R}^{c}, \mathbf{E}_{I}^{e}\right)$ be an equilibrium point of (31) as given in Sec. 3, and $\delta \mathbf{z}(t) \triangleq \mathbf{z}(t)-\mathbf{z}_{e}$. We consider the following linearized system of (31) about $\mathbf{z}_{e}$ :

$$
\begin{equation*}
\frac{d \delta \mathbf{z}}{d t}=\mathbf{J}_{f}\left(z_{e} ; \mathbf{E}_{0}\right) \delta \mathbf{z} \tag{32}
\end{equation*}
$$

where $\mathbf{J}_{f}\left(\mathbf{z}_{e} ; \mathbf{E}_{0}\right)$ is the Jacobian matrix of $\mathbf{f}$ at $\mathbf{z}_{e}$ given by

$$
\mathbf{J}_{f}\left(\mathbf{z}_{c} ; \mathbf{E}_{0}\right)=\left[\begin{array}{cccc}
0 & 1 & \mathbf{O}_{N}^{T} & \mathbf{O}_{N}^{T}  \tag{33}\\
-\mu^{2} & -2 \Gamma & 2\left(\beta \mathbf{E}_{R}^{e}-\mu^{2} \mathbf{E}_{0}\right)^{T} & 2 \beta\left(\mathbf{E}_{I}^{e}\right)^{T} \\
\alpha \mathbf{E}_{I}^{e} & 0 & -\gamma \mathbf{I}_{N} & \left(\mu^{2}+\alpha n^{c}\right) \mathbf{I}_{N} \\
-\left(\mathbf{E}_{0}+\alpha \mathbf{E}_{R}^{e}\right) & 0 & -\left(\mu^{2}+\alpha n^{e}\right) \mathbf{I}_{N} & -\gamma \mathbf{I}_{N}
\end{array}\right]
$$

where $\mathrm{O}_{N}$ and $\mathrm{I}_{N}$ are the $N$-dimensional zero vector and $N \times N$ identity matrix respectively. It can be shown (see Appendix) that the characteristic polynomial of $\mathbf{J}_{f}\left(\mathbf{z}_{e} ; \mathbf{E}_{0}\right)$ is given by

$$
\begin{align*}
& \operatorname{det}\left[\mathbf{J}_{f}\left(\mathbf{z}_{e} ; \mathbf{E}_{0}\right)-\lambda \mathbf{I}_{2(N+1)}\right] \\
&= {\left[(\gamma+\lambda)^{2}+\left(\mu^{2}+\alpha n^{e}\right)^{2}\right]^{N}\left(\lambda^{2}+2 \Gamma \lambda+\mu^{2}\right)+2\left[(\gamma+\lambda)^{2}+\left(\mu^{2}+\alpha n^{e}\right)^{2}\right]^{N-1} } \\
& \times\left[\left(\mu^{2}+\alpha n^{e}\right)\left\{\left(\beta \mathbf{E}_{R}^{e}-\mu^{2} \mathbf{E}_{0}\right) \cdot\left(\mathbf{E}_{0}+\mathbf{E}_{R}^{e}\right)+\alpha \beta\left\|\mathbf{E}_{I}^{e}\right\|^{2}\right\}+(\gamma+\lambda)\left(\alpha \mu^{2}+\beta\right) \mathbf{E}_{0} \cdot \mathbf{E}_{I}^{e}\right] . \tag{34}
\end{align*}
$$

For the case where $\mathbf{z}_{e}=\mathbf{0}$, the above expression reduces to
$\operatorname{det}\left[\mathbf{J}_{f}\left(\mathbf{0} ; \mathbf{E}_{0}\right)-\lambda \mathbf{I}_{2(N+1)}\right]=\left[(\gamma+\lambda)^{2}+\mu^{4}\right]^{N-1}\left[\left(\lambda^{2}+2 \Gamma \lambda+\mu^{4}\right)\left\{(\gamma+\lambda)^{2}+\mu^{4}\right\}-2 \mu^{4}\left\|\mathbf{E}_{0}\right\|^{2}\right]$
Evidently, when $\mathbf{E}_{0}=\mathbf{0}$, the spectrum of $\mathbf{J}_{f}(0 ; 0)$ is given by $\left[-\gamma \pm i \mu^{2}\right.$ (multiplicity $N$ ), $\left.-\Gamma \pm\left(\Gamma^{2}-\mu^{2}\right)^{1 / 2}\right]$, which implies the asymptotic stability of the origin for $\gamma, \Gamma>0$. For $\mathbf{E}_{0} \neq 0$, the eigenvalues $\lambda=-\gamma \pm i \mu^{2}$ [multiplicity $\left.(N-1)\right]$ remain invariant, while the remaining eigenvalues are roots of the quartic equation:
$\lambda^{4}+2(\gamma+\Gamma) \lambda^{3}+\left(\mu^{4}+\mu^{2}+4 \gamma \Gamma+\gamma^{2}\right) \lambda^{2}+2\left[\Gamma\left(\gamma^{2}+\mu^{4}\right)+\gamma \mu^{2}\right] \lambda+\mu^{2}\left[\left(\gamma^{2}+\mu^{4}\right)-2 \mu^{2}\left\|\mathbf{E}_{0}\right\|^{2}\right]=0$.
Obviously, $\mathbf{J}_{f}\left(\mathbf{0} ; \mathbf{E}_{0}\right)$ has a zero eigenvalue when $\left\|\mathbf{E}_{0}\right\|^{2}=\tilde{E}_{o c}^{2} \triangleq\left(\mu^{4}+\gamma^{2}\right) /\left(2 \mu^{2}\right)$. This coincides with condition (30) for which one of the equilibrium points returns to the origin. It can be readily shown by using Routh's criterion ${ }^{9}$ that the origin becomes unstable when $\left\|\mathbf{E}_{0}\right\|>\tilde{E}_{o c}$. In fact, (36) has only one unstable root and it is real and positive. Thus, the origin has a saddle point structure in a two-dimensional manifold. So we conclude that Hopf bifurcation cannot occur at the origin for any value of $\left\|\mathbf{E}_{0}\right\|$.

For the case where $\left\|\mathbf{E}_{0}\right\| \geqslant \mathbf{E}_{\mathrm{oc}}$, there exist nonzero equilibrium states $\mathbf{z}_{e}$ which depend on $\left\|\mathbf{E}_{0}\right\|$. We observe from (34) that $\lambda=-\gamma \pm \mathrm{i}\left(\mu^{2}+\alpha n^{e}\right)$ are stable eigenvalues of $\mathbf{J}_{f}\left(\mathbf{z}_{e} ; \mathbf{E}_{0}\right)$ with a multiplicity of $(N-1)$. The remaining eigenvalues are given by the roots of the quartic equation:
$\lambda^{4}+a_{3} \lambda^{3}+a_{2}\left(\left\|\mathbf{E}_{0}\right\|\right) \lambda^{2}+a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right) \lambda+a_{0}\left(\left\|\mathbf{E}_{0}\right\|\right)=0$.
where

$$
\begin{align*}
& a_{3}=2(\gamma+\Gamma), \quad a_{2}\left(\left\|\mathbf{E}_{0}\right\|\right)=\gamma^{2}+\mu^{2}+4 \gamma \Gamma+\left(\mu^{2}+\alpha n^{e}\right)^{2} \\
& \begin{aligned}
a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right)= & 2\left\{\Gamma\left[\gamma^{2}+\left(\mu^{2}+\alpha n^{e}\right)^{2}\right]+\gamma \mu^{2}+\left(\alpha \mu^{2}+\beta\right) \mathbf{E}_{0} \cdot \mathbf{E}_{I}^{e}\right\} \\
a_{0}\left(\left\|\mathbf{E}_{0}\right\|\right)= & \mu^{2}\left[\gamma^{2}+\left(\mu^{2}+\alpha n^{e}\right)^{2}\right]+2\left\{( \mu ^ { 2 } + \alpha n ^ { e } ) \left[\left(\beta \mathbf{E}_{R}^{e}-\mu^{2} \mathbf{E}_{0}\right) \cdot\left(\mathbf{E}_{0}+\alpha \mathbf{E}_{R}^{e}\right)\right.\right. \\
& \left.\left.+\alpha \beta\left\|\mathbf{E}_{I}^{e}\right\|^{2}\right]+\gamma\left(\alpha \mu^{2}+\beta\right) \mathbf{E}_{0} \cdot \mathbf{E}_{I}^{e}\right\}
\end{aligned} \tag{38}
\end{align*}
$$

where $\mathbf{E}_{R}^{e}, \mathbf{E}_{I}^{e}$, and $n^{e}$ (given in Sec. 3) depend on $\left\|\mathbf{E}_{0}\right\|$. To determine the value of $\left\|\mathbf{E}_{0}\right\|$ for which Hopf bifurcation occurs, it is necessary to determine the existence of purely imaginary roots of (37) for some value of $\left\|\mathbf{E}_{0}\right\|$. From Routh's criterion, we can deduce that if

$$
\begin{equation*}
a_{3} a_{2}\left(\left\|\mathbf{E}_{0}\right\|\right)>a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right) \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right)\left[a_{3} a_{2}\left(\left\|\mathbf{E}_{0}\right\|\right)-a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right)\right]=a_{3}^{2} a_{0}\left(\left\|\mathbf{E}_{0}\right\|\right), \tag{40}
\end{equation*}
$$

then (38) has a pair of purely imaginary roots given by $\lambda= \pm\left\{a_{3} a_{0}\left[a_{3} a_{2}\left(\left\|\mathbf{E}_{0}\right\|\right)-a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right)\right]\right\}^{1 / 2} i$.
Let $E_{O H}$ be the value of $\left\|\mathbf{E}_{0}\right\|$ such that both (39) and (40) are satisfied; and $\tilde{\lambda}_{+}\left(\left\|\mathbf{E}_{0}\right\|\right)=\tilde{\lambda}_{R}\left(\left\|\mathbf{E}_{0}\right\|\right) \pm i \tilde{\lambda}_{I}\left(\left\|\mathbf{E}_{0}\right\|\right)$ be the roots of (37) such that $\tilde{\lambda}_{R}\left(E_{0 H}\right)=0$. By a lengthy but straightforward computation, it can be shown that $\tilde{\lambda}_{R}^{\prime}$, the derivative of $\tilde{\lambda}_{R}$ with respect to the parameter $\left\|\mathbf{E}_{0}\right\|$, is given by

$$
\begin{align*}
\tilde{\lambda}_{R}^{\prime}\left(\left\|\mathbf{E}_{0}\right\|\right)= & {\left[a_{3}^{2} a_{0}^{\prime}\left(\left\|\mathbf{E}_{0}\right\|\right)+2 a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right) a_{1}^{\prime}\left(\left\|\mathbf{E}_{0}\right\|\right)-a_{3} a_{2}^{\prime}\left(\left\|\mathbf{E}_{0}\right\|\right) a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right)\right.} \\
& \left.-a_{3} a_{2}\left(\left\|\mathbf{E}_{0}\right\|\right) a_{1}^{\prime}\left(\left\|\mathbf{E}_{0}\right\|\right)\right]\left\{2 a_{3}\left[a_{3} a_{1}\left(\left\|\mathbf{E}_{0}\right\|\right)+a_{2}^{2}\left(\left\|\mathbf{E}_{0}\right\|\right)-4 a_{0}\left(\left\|\mathbf{E}_{0}\right\|\right)\right]\right\}^{-1} \tag{41}
\end{align*}
$$

where $a_{j}^{\prime}$ denotes the derivative of $a_{j}$ with respect to $\left\|\mathbf{E}_{0}\right\|$. For Hopf bifurcation, ${ }^{10} \tilde{\lambda}_{R}^{\prime}\left(E_{O H}\right)>0$. Due to the complicated dependence of $a_{2}, a_{1}$, and $a_{0}$ on $\left\|\mathbf{E}_{0}\right\|$, it is difficult to determine the threshold values of $\left\|\mathbf{E}_{0}\right\|$ for Hopf bifurcation. We shall resort to numerical computation at this point.


FIG. 1. Locus of equilibrium electric field $E^{e}=E_{R}^{e}+i E_{I}^{e}$ with $E_{0}^{2}$ as a parameter. $\left(E_{c}^{+}=\xi^{+} E_{0}\right.$ and $E_{e^{-}}^{-}=\xi^{-} E_{0}$ are denoted by solid dots and circles respectively.

We note here that the Hopf bifurcation problem for (9) and (10) with spatial dimension $N$ or $\operatorname{dim}(\mathbf{E})>1$ can be completely studied by considering only (37) which is the characteristic equation for the case with $N=1$. Since for $\gamma>0$ and $\Gamma>0$, the additional eigenvalues $\lambda=-\lambda \pm i\left(\mu^{2}+\alpha n^{e}\right)$ for $N>1$ are stable, and $a_{2}, a_{3}\left(\left\|\mathbf{E}_{0}\right\|\right)>0$ for all $\left\|\mathbf{E}_{0}\right\|$, the dimension of the unstable manifold associated with a nonzero equilibrium state is at most three.

## 5. BOUNDS FOR CHAOTIC OSCILLATIONS

The existence of chaotic oscillations depends on the manner in which the stable and unstable manifolds associated with the equilibrium points intersect with each other. At present, there are no readily verifiable analytical sufficient conditions for the existence of chaotic solutions for finite dimensional systems of ordinary differential equations. Here, we assume the existence of chaotic oscillations and proceed to derive bounds for their amplitudes, thus providing estimates for the size of the invariant manifold generated by the chaotic oscillations.

First, we shall make use of a function $V$ of the form:


FIG. 2. Locus of equilibrium ion densitities $n^{+}$and $n$ with $E_{0}^{2}$ as a parameter
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FIG. 3. Locus of the eigenvalues of $\mathbf{J}_{j}\left(0 ; E_{0}\right)$ with $E_{0}^{2}$ as a parameter.

$$
\begin{equation*}
V(\mathbf{E})=|\mathbf{E}-\tilde{\mathbf{E}}|^{2} / 2, \tag{42}
\end{equation*}
$$

to estimate the magnitude of chaotic oscillations of the electric field where $\tilde{\mathbf{E}}=\operatorname{Re} \tilde{\mathbf{E}}+i \operatorname{Im} \tilde{\mathbf{E}}$ is to be determined. By direct computation:
$\frac{d V}{d t}=-\gamma\left\{\left\|\mathbf{E}_{R}+\left(\frac{1}{2}\right)\left[\gamma^{-1}\left(\mu^{2}+\alpha n\right) \operatorname{Im} \tilde{\mathbf{E}}-\operatorname{Re} \tilde{\mathbf{E}}\right]\right\|^{2}\right.$
$+\left\|\mathbf{E}_{I}+\left(\frac{1}{2}\right)\left[\gamma^{-1}\left(\mu^{2}+\alpha n\right) \operatorname{Re} \tilde{\mathbf{E}}-\operatorname{Im} \tilde{\mathbf{E}}+\gamma^{-1} n \mathbf{E}_{0}\right]\right\|^{2}$
$-\frac{1}{4}\left[\left\|\gamma^{-1}\left(\mu^{2}+\alpha n\right) \operatorname{Im} \tilde{\mathbf{E}}-\operatorname{Re} \tilde{\mathbf{E}}\right\|^{2}\right.$
$\left.\left.+\left\|\gamma^{-1}\left(\mu^{2}+\alpha n\right) \operatorname{Re} \tilde{\mathbf{E}}-\operatorname{Im} \tilde{\mathbf{E}}+\gamma^{-1} n \mathbf{E}_{0}\right\|^{2}\right]\right\}$.
If we set $\operatorname{Re} \tilde{\mathbf{E}}=-\alpha^{-1} \mathbf{E}_{0}$ and $\operatorname{Im} \tilde{\mathbf{E}}=0$, then (43) reduces to
$\frac{d V}{d t}=-\gamma\left\{\left\|\mathbf{E}_{R}+(2 \alpha)^{-1} \mathbf{E}_{0}\right\|^{2}+\left\|\mathbf{E}_{I}-\mu^{2} \mathbf{E}_{0} /(2 \alpha \gamma)\right\|^{2}\right.$


FIG. 4. Locus of the eigenvalues of $\mathbf{J}_{f}\left(\mathbf{z}^{\prime} ; E_{0}\right)$ with $E_{0}^{2}$ as a parameter.


FIG. 5. Locus of the eigenvalues of $\mathbf{J}_{/}\left(\mathbf{z}_{6} ; E_{6}\right)$ with $E_{1}^{2}$, as a parameter.

$$
\begin{align*}
& \left.-(2 \alpha)^{-2}\left(1+\mu^{4} \gamma^{-2}\right)\left\|\mathbf{E}_{0}\right\|^{2}\right\} \\
= & -\gamma\left[\left|\mathbf{E}-\mathbf{E}_{s}\right|^{2}-(2 \alpha)^{-2}\left(1+\mu^{4} \gamma^{-2}\right)\left\|\mathbf{E}_{0}\right\|^{2}\right] \tag{44}
\end{align*}
$$

where $\mathbf{E}_{s}=-(2 \alpha)^{-1} \mathbf{E}_{0}+i \mu^{2} \mathbf{E}_{0} /(2 \alpha \gamma)$. We note that with the foregoing choice of $\tilde{\mathbf{E}}, n$ does not appear in (44). Moreover, for $\gamma>0, d V / d t<0$ at any point $\mathbf{E}$ exterior to the set $\bar{\Xi}=\left\{\mathbf{E}:\left|\mathbf{E}-\mathbf{E}_{s}\right| \leqslant(2 \alpha)^{-1}\left(1+\mu^{4} \gamma^{-2}\right)^{1 / 2}\left\|\mathbf{E}_{0}\right\|\right\}$. Let $\Xi_{\delta}=\left\{E: V(E)=\frac{1}{2}\left|E+\alpha^{-1} E_{0}\right|^{2} \leqslant \delta^{2}\right\}$. Since for any $\delta>0$, $\Xi_{\delta}$ is a ball in $\mathbf{E}$-space centered about the point $-\alpha^{-1} \mathbf{E}_{0}$ with radius $\sqrt{ } 2 \delta$, it is possible to select a $\delta$ such that $\tilde{\bar{\Xi} \subset \Xi_{\delta}}$. In fact, elementary geometric considerations show that the smallest $\delta$ having the foregoing inclusion property is given by $\check{\delta}=(\sqrt{ } 2 \alpha)^{-1}\left(1+\mu^{4} \gamma^{-2}\right)^{1 / 2}\left\|\mathbf{E}_{0}\right\|$. Evidently, $d V / d t<0$ at any point Eexterior to $\Xi_{\dot{\delta}}$. This implies that for a solution of (31) initiated from any point $\mathbf{z}(0)=\left(n(0), \dot{n}(0), \mathbf{E}_{R}(0), \mathbf{E}_{I}(0)\right)$ at $t=0$ with $\mathbf{E}(0)=\mathbf{E}_{R}(0)$ $+i \mathbf{E}_{I}(0)$ exterior to $\Xi_{\check{\delta}}$, its corresponding $\mathbf{E}(t), t>0$ either eventually enters $\Xi_{\tilde{\delta}}$ at some finite time $t_{1}>0$ and remains in $\Xi_{\check{\delta}}$ for all $t>t_{1}$ or tends to $\Xi_{\check{\delta}}$ as $t \rightarrow \infty$. Clearly, $\Xi_{\check{\delta}}$ con-


FIG. 6. $|E(t)|$ and $n(t)$ vs time $t$ corresponding to the solution of (53) and (54) with $m=1, L=\pi / \vee 10, \Gamma_{1}=2.0, \gamma_{1}=1.0, E_{0}^{2}=1.625$; initial data: $E(0)=1.426+0.5071 i, n(0)=-40.75$ and $\dot{n}(0)=34.58$.


FIG. 7. Projection of the trajectory of (53) and (54) (with parameters as given in Fig. 6) onto the ( $E_{R}, E_{f}$ )-plane.
tains all the points $\mathrm{E}(t)$ along any chaotic solution of (31) when it exists.

Next, we derive a bound for the magnitude of ion density oscillations. Let $\tilde{n}=n+\mu^{2} \beta^{-1}\left\|\mathbf{E}_{0}\right\|^{2}$. We can rewrite the first two equations in (31) as

$$
\begin{equation*}
\frac{d \mathscr{F}}{\mathrm{dt}}=\mathscr{A} \mathscr{N}+\left[0, \beta\left|\mathbf{E}-\mu^{2} \beta^{-1} \mathbf{E}_{0}\right|^{2}\right]^{T} \tag{45}
\end{equation*}
$$

where $\mathcal{N}=(\tilde{n}, \dot{\tilde{n}})^{T}$ and

$$
\mathscr{A}=\left[\begin{array}{cc}
0 & 1  \tag{46}\\
-\mu^{2} & -2 \Gamma
\end{array}\right]
$$

Given $\mathscr{N}(0)$, the initial data for $\mathscr{N}$ at $t=0,(45)$ is equivalent to the integral equation:

$$
\begin{align*}
\mathscr{A}(t)= & {[\exp \mathscr{A} t] \mathscr{A}(0)+\int_{0}^{t} \exp [\mathscr{A}(t-\tau)] } \\
& \times\left[0, \beta\left|\mathbf{E}(\tau)-\mu^{2} \beta^{-1} \mathbf{E}_{0}\right|^{2}\right]^{T} d \tau \tag{47}
\end{align*}
$$

Thus,

$$
\begin{align*}
& \|\mathscr{N}(t)\| \leqslant\|\exp \mathscr{A} t\|\|\mathscr{N}(0)\|+\int_{0}^{t}|\beta|\|\exp \mathscr{A}(t-\tau)\| \\
& \quad \times\left|\mathbf{E}(\tau)-\mu^{2} \beta^{-1} \mathbf{E}_{0}\right|^{2} d \tau . \tag{48}
\end{align*}
$$

For $\mu^{2} \geqslant \Gamma>0$, we can find a constant $\mathscr{C}>0$ such that $\|\exp (\mathscr{A} t)\| \leqslant \mathscr{C} \exp (-\Gamma t)$. Also, we have already established that along any chaotic solution $\mathbf{E}(t) \subset \Xi_{\check{\delta}}$ or $\mid \mathbf{E}(t)$ $+\alpha{ }^{1} \mathbf{E}_{0} \mid \leqslant \check{\delta}=(\sqrt{ } 2 \alpha)^{-1}\left(1+\mu^{4} \gamma^{-2}\right)^{1 / 2}\left\|\mathbf{E}_{0}\right\|$ for all $t$.
Hence,

$$
\begin{align*}
\mid \mathbf{E}(\tau) & -\mu^{2} \beta^{-1} \mathbf{E}_{0} \mid \\
& =\left|\mathbf{E}(\tau)+\alpha^{-1} \mathbf{E}_{0}-\left(\alpha^{-1}+\mu^{2} \beta^{-1}\right) \mathbf{E}_{0}\right| \\
& \leqslant\left|\mathbf{E}(\tau)+\alpha^{-1} \mathbf{E}_{0}\right|+\left|\alpha^{-1}+\mu^{2} \beta^{-1}\right|\left\|\mathbf{E}_{0}\right\| \\
& \leqslant \check{\delta}+\left|\alpha^{1}+\mu^{2} \beta^{-1}\right|\left\|\mathbf{E}_{0}\right\| \leqslant \boldsymbol{\Psi}\left\|\mathbf{E}_{0}\right\|, \tag{49}
\end{align*}
$$

where $\Psi=(\sqrt{ } 2 \alpha)^{-1}\left(1+\mu^{4} \gamma^{-2}\right)^{1 / 2}+\left|\alpha^{-1}+\mu^{2} \beta^{-1}\right|$. It follows from (48) that

$$
\begin{aligned}
&\|\mathscr{N}(t)\| \leqslant \mathscr{C}\left\{\Psi|\beta|\left\|\mathbf{E}_{0}\right\|^{2} \Gamma^{-1}+[\|\mathbf{z}(0)\|\right. \\
&\left.\left.-\Psi|\beta|\left\|\mathbf{E}_{0}\right\|^{2} \Gamma^{-1}\right] \exp (-\Gamma t)\right\}
\end{aligned}
$$



FIG. 8. Solution of (53) and (54) with $E_{6}^{-}=2.669$,
$E(0)=-3.07656+4.22328 i, n(0)=-8.38056, n(0)=-8.25344$, and other parameters as given in Fig. 6.

$$
\begin{equation*}
\leqslant \mathscr{C} \max \left\{\|\mathbf{z}(0)\|, \Psi|\beta|\left\|\mathbf{E}_{0}\right\|^{2} \Gamma^{-1}\right\} \tag{50}
\end{equation*}
$$

for all $t \geqslant 0$ and $\mathbf{E}(0) \in \Xi_{\tilde{\delta}}$. When $\|\mathbf{z}(0)\| \leqslant \Psi \mid \beta\left\|\mathbf{E}_{0}\right\|^{2} \Gamma^{-1}$, we have $\|\mathscr{H}(t)\| \leqslant \mathscr{C} \Psi|\beta|\left\|\mathbf{E}_{0}\right\|^{2} \Gamma^{-1}$ for all $t \geqslant 0$, a bound which is independent of $\mathbf{z}(0)$.

## 6. ONE-DIMENSIONAL EXAMPLE

Consider the case where $N=1$ with a bounded spatial domain $\Omega=[0, L]$. Assuming that both $E$ and $n$ vanish at the boundary points $x=0$ and $x=L$, we can take $\phi_{k}(x)$
$=(2 / L)^{1 / 2} \sin (k \pi x / L), \mu_{k}=k \pi / L, k=1,2 \cdots$. For this case, the coefficients $\alpha_{m}$ and $\beta_{m}$ defined in (11) become

$$
\begin{align*}
\alpha_{m} & =\int_{0}^{L}(2 / L)^{3 / 2} \sin ^{3}(m \pi x / L) d x \\
& =\left\{\begin{array}{cc}
0 & \text { for } m \text { even, } \\
\left(2^{7} / L\right)^{1 / 2} /(3 m \pi) & \text { for } m \text { odd, }
\end{array}\right. \tag{51}
\end{align*}
$$

$\beta_{m}=\int_{0}^{L}\left(\frac{2}{L}\right)^{3 / 2} \frac{d^{2}}{d x^{2}}\left[\sin ^{2}(m \pi x / L)\right] \sin (m \pi x / L) d x$
$=\left\{\begin{array}{cc}0 & \text { for } m \text { even, } \\ -8 m \pi\left(2 / L^{5}\right)^{1 / 2} / 3 & \text { for } m \text { odd. }\end{array}\right.$
Thus, for an odd integer $m$, Eqs. (9) and (10) have the form:

$$
\begin{aligned}
& i \frac{d E_{m}}{d t}-\left(\frac{m \pi}{L}\right)^{2} E_{m}+i \gamma_{m} E_{m} \\
& \quad=n_{m}\left[E_{0}+\left(\frac{2^{7}}{L}\right)^{1 / 2} /(3 m \pi) E_{m}\right] \\
& \frac{d^{2} n_{m}}{d t^{2}}+2 \Gamma_{m} \frac{d n_{m}}{d t}+\left(\frac{m \pi}{L}\right)^{2} n_{m} \\
& =-\left(\frac{m \pi}{L}\right)^{2} E_{0}\left(E_{m}+E_{m}^{*}\right)-\left[8 m \pi \frac{\left(2 / L^{5}\right)^{1 / 2}}{3}\right]\left|E_{m}\right|^{2}
\end{aligned}
$$





FIG. 9. Solution of (53) and (54) with $E_{i,}=5.05$,
$E(0)=-5.0069+3.26742 i, n(0)=-8.63114, n(0)=1.86353$, and other parameters as given in Fig. 6.


FIG. 10. Solution of (53) and (54) with $E_{0}^{2}=10.0, E(0)=-6.0+2.0 i$, $n(0)=-10, \dot{n}(0)=0$, and other parameters as given in Fig. 6.
where $E_{0}$ is a real nonnegative parameter.
To illustrate the qualitative features of the solutions of the above equations, numerical results are obtained for the case where $m=1, L=\pi / \sqrt{ } 10, \Gamma_{1}=2.0$, and $\gamma_{1}=1.0$. These values are chosen to simplify the numerical computation. They may not correspond to any particular physical situation. Numerical results for specific physical situations will be presented elsewhere.

First, we compute the locus of the equilibrium electric field $E^{e}$ as a function of $E_{0}^{2}$ using (27) and (20). Figure 1 shows the locus in the ( $E_{R}, E_{I}$ )-plane. It can be seen that bifurcation occurs at $E_{0}^{2}=E_{0 c}^{2}=0.09974$. At $E_{0}^{2}=\tilde{E}_{0 c}^{2}$ $=5.05$, one of the equilibrium points $E^{e}$ returns to the origin. As $E_{0}^{2} \rightarrow \infty$, the locus of one of the equilibrium points is asymptotic to the line $E_{I}=\gamma \beta^{-1}\left(2 \alpha_{1}+\beta_{1} \mu_{1}^{-1}\right) E_{R}$ $=-0.1 E_{R}$, while the other one tends to $\left(E_{R}, E_{f}\right)$
$=(-\infty, 0)$. Figure 2 shows the equilibrium ion densities $n^{e}$ as a function of $E_{0}^{2}$.

Next, we examine the nature of each equilibrium state $\mathbf{z}_{c}$ for various values of $E_{0}^{2}$ by determining the roots of (37) or the eigenvalues of $\mathbf{J}_{f}\left(\mathbf{z}_{e} ; E_{0}\right)$. Figure 3 shows the locus of the eigenvalues of $\mathbf{J}_{f}\left(0 ; E_{0}\right)$ as $E_{0}^{2}$ varies. As established in Sec. 4 , when $E_{0}^{2}<\tilde{E}_{0 c}^{2}=5.05$, all the eigenvalues have negative real parts implying that the origin is asymptotically stable. When $E_{0}^{2}$ exceeds $\tilde{E}_{0 c}^{2}$, one of the real eigenvalues crosses the imaginary axis. Consequently, the origin becomes unstable. Figure 4 shows the eigenvalue locus of $\mathbf{J}_{f}$ ( $\mathbf{z}_{e}{ }^{+} ; E_{0}$ ) for $0.1 \leqslant E_{0}^{2} \leqslant 40.0$, where the components of $\mathbf{z}_{e}{ }^{+}$ $=\left(n^{+}, 0, \xi_{R}^{+} E_{0}, \xi_{t}^{+} E_{0}\right)$ are given by (17), (20), and (27). We note that for $0.1 \leqslant E_{0}^{2} \leqslant 0.108$, all the eignevalues have negative real parts, and at $E_{0}^{2} \approx 0.108$, a complex conjugate pair of eigenvalues cross the imaginary axis into the righthalf plane. It can be verified that Hopf bifurcation takes place at this point. The locus of the eigenvalues of $\mathbf{J}_{f}\left(\mathbf{z}_{e}\right.$; $\left.E_{0}\right)$ is shown in Fig. 5. Here, for $0.1 \leqslant E_{0}^{2} \leqslant 2.669, \mathrm{~J}_{f}\left(\mathbf{z}_{e} ; E_{0}\right)$ has a positive real eigenvalue. When $E_{0}^{2} \geqslant 2.67$, all the eigenvalues of $\mathbf{J}_{f}\left(\mathbf{z}_{c} ; E_{0}\right)$ are in the left-half plane.

An inspection of the eigenvalue loci given by Figs. 3-5 suggests that one might search for the existence of chaotic solutions in the neighborhood of $\mathbf{z}_{e}^{+}$for $E_{0}^{2}>0.108$ (Hopf bifurcation point). Numerical integration of (53) and (54) with various initial conditions was performed for progressively larger values of $E_{0}^{2}$. The results suggest that the periodic solutions in the neighborhood of $\mathbf{z}_{e}^{+}$(whose existence is ensured by the Hopf bifurcation theorem) are unstable and the bifurcation is subcritical. Figure 6 shows the time-domain buildup of a nearly periodic solution which evolves into chaotic oscillations. The projection of the trajectory onto the ( $E_{R}, E_{I}$ )-plane is shown in Fig. 7. Figures 8-10 show the chaotic solutions for various values of $E_{0}^{2}$. It was found that


FIG. 11. Variation of $r_{\text {mini }}$ as a function of $\left|E_{01}\right|$.


FIG. 12. Power spectra of the electric field corresponding to the solutions of (53) and (54) as shown in Figs. 8-10; frequency scale: 1/40.96 normalized unit.
these solutions are highly sensitive to initial conditions. Also, not all trajectories in the $z$ space tend to the chaotic solutions as $t \rightarrow \infty$. This is apparent from the fact that for $0.108 \leqslant E_{0}^{2}<\tilde{E}_{0 c}^{2}=5.05$, the origin $\mathrm{z}=0$ is a stable equilibrium point, and for any $E_{0}^{2}>\tilde{E}_{\mathrm{o}_{c}}^{2}, \mathbf{z}_{e}^{-}$is always a stable equilibrium point. We note from Figures $8 \mathrm{~b}-10 \mathrm{~b}$ that in each case, there exists a circle with minimum radius $r_{\text {min }}$ which encloses the projection of the trajectories onto the ( $E_{R}, E_{I}$ )plane. Figure 11 shows the variation of $r_{\text {min }}$ as a function $\left|E_{0}\right|$ as obtained from the numerical solutions. Evidently, $r_{\text {min }}$ can be bounded by a linear fundtion of $\left|E_{0}\right|$. This is consistent with the estimate $\check{\delta}$ given in Sec. 5. It can be readily verified that in each case, the projection of the trajectories of the chaotic oscillations onto the ( $E_{R}, E_{I}$ )-plane is completely contained in $\Xi_{\tilde{\delta}}=\left\{E:\left|E+\alpha^{-1} E_{0}\right|\right.$
$\left.\leqslant \sqrt{ } 2 \delta=8.3445\left|E_{0}\right|\right\}$, where $\alpha=1.204367$. Also, we observe from these solutions that the maximum depth of the ion density troughs increases with $E_{0}^{2}$, and the electric field oscillates more rapidly during the ion density dips. This can be roughly explained by considering the following equations for $E_{R}$ and $E_{Y}$ derived from (31):
$\frac{d^{2} E_{R}}{d t^{2}}+\left(2 \gamma-\frac{\alpha \dot{n}}{\left(\mu^{2}+\alpha n\right)}\right) \frac{d E_{R}}{d t}$

$$
\begin{align*}
& +\left(\gamma^{2}+\left(\mu^{2}+\alpha n\right)^{2}-\frac{\alpha \gamma \dot{n}}{\left(\mu^{2}+\alpha n\right)}\right) E_{R} \\
= & -n\left(\mu^{2}+\alpha n\right) E_{0},  \tag{55}\\
\frac{d^{2} E_{I}}{d t^{2}}+ & \left(2 \gamma-\frac{\alpha \dot{n}}{\left(\mu^{2}+\alpha n\right)}\right) \frac{d E_{I}}{d t} \\
& +\left(\gamma^{2}+\left(\mu^{2}+\alpha n\right)^{2}-\frac{\alpha \gamma \dot{n}}{\left(\mu^{2}+\alpha n\right)}\right) E_{I} \\
= & -\left(\dot{n}+\left(\gamma-\frac{\alpha \dot{n}}{\left(\mu^{2}+\alpha n\right)}\right) n\right) E_{0} . \tag{56}
\end{align*}
$$

Considering $n$ as a slowly time-varying parameter, the frequency of electric-field oscillations is roughly equal to $\omega=\left[\gamma^{2}\left(\mu^{2}+\alpha n\right)^{2}-\alpha \gamma \dot{n}\left(\mu^{2}+\alpha n\right)^{-1}\right]^{1 / 2}$, and the effective damping coefficient is $2 \gamma-\alpha \dot{n}\left(\mu^{2}+\alpha n\right)^{-1}$. Let $T$ denote the time interval corresponding to an ion density dip, and $t^{*}$ is the minimum point of $n$ over $T$ where $\dot{n}\left(t^{*}\right)=0$. Then $\omega\left(t^{*}\right)>\omega(t)$ for all $t$ in $T$ such that $\dot{n}(t)$ and $\mu^{2}+\alpha n(t)$ have the same sign. This condition is satisfied for the solutions shown here.

Figure 12 shows the power spectra of the electric field computed by means of the fast Fourier transform method. The results resemble those corresponding to turbulence. Also, the spectral bandwidth increases with $E_{0}^{2}$ as expected from physical considerations. Finally, the truncated discrete version of the autocovariance function of $E$ given by

$$
\begin{align*}
\rho(j \Delta)= & \frac{1}{(N-j+1)} \sum_{i=1}^{N-j+1}[E(i \Delta)-\bar{E}]  \tag{57}\\
& \times\{E[(i+j-1) \Delta]-\bar{E}\}^{*}
\end{align*}
$$

is computed, where $\bar{E}$ denotes the mean-value of $E$, and $\Delta$ is the time-step size. Figures $13 \mathrm{a}-13 \mathrm{c}$ show the real and imaginary parts of $\rho(j \Delta)$ for $E_{0}^{2}=1.669,5.05$ and 10.0. It can be seen that both $\operatorname{Re} \rho(j \Delta)$ and $\operatorname{Im} \rho(j \Delta)$ decay from their maximum values and then fluctuate about zero. But we cannot deduce that the autocovariance function actually tends to zero as the time delay $\tau \rightarrow \infty$ as in the case of solutions on a strange attractor.

## 7. CONCLUDING REMARKS

It was found that the single-mode equations derived from the Zakharov's model for Langmuir turbulence in a plasma with phenomenological damping exhibit chaotic solutions whose power spectra have turbulence-like features. In the case of multiple modes, if all the mode coupling terms are omitted, then we obtain sets of uncoupled equations of the form (9) and (10). Each set is capable of producing chaotic solutions when $E_{0}^{2}$ exceeds a certain threshold value (generally different for each mode). The total power spectrum of the electric field is simply the sum of the single-mode power spectra. This seems to imply that energy transfer between various modes is not necessary in producing turbulence which is contrary to the cascade theory of turbulence. There are a number of computer studies' of Langmuir turbulence induced by interacting collapsing solitary waves based on Zakharov's model with phenomenological damping. Perhaps these computer results actually correspond to some form of chaotic solutions which are inherent in the model.

(b)

In this work, we have sought solutions in terms of the eigenfunctions of the Laplacian operator over a bounded spatial domain. Of course, we may expand the solutions in terms of any suitable countable basis for $L^{2}(\Omega)$ and arrive at a countably infinite system of ordinary differential equations similar to that given in (5) and (6). One may also consider directly the Hopf bifurcation problem for Zakharov's model (1) and (2) without resorting to modal expansions. Some results in this direction have been obtained recently. They will be reported elsewhere.

Finally, we note that the presence of the phenomenological damping coefficients $\gamma_{m}$ and $\Gamma_{m}$ in the simplified equations for each mode $m$ is essential for the existence of chaotic solutions. But there does not exist a clearcut way of introducing the damping terms into the Zakharov's model based on physical considerations. Also, a detailed study of the structure of the stable and unstable manifolds associated with the equilibrium states is necessary for revealing the nature of the chaotic oscillations described here. Unfortunately, this task is complicated by the system's dimensionality.
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## APPENDIX

From (33), it is evident that

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{J}_{f}\left(\mathbf{z}^{e} ; E_{0}\right)-\lambda \mathbf{I}_{2(N+1)}\right]=\lambda(2 \Gamma+\lambda) \operatorname{det} \mathbf{P}-\operatorname{det} \mathbf{Q} \tag{Al}
\end{equation*}
$$

where
$\mathbf{P}\left[\begin{array}{cc}-(\gamma+\lambda) \mathbf{I}_{N} & \left(\mu^{2}+\alpha n^{e}\right) \mathbf{I}_{N} \\ -\left(\mu^{2}+\alpha n^{e}\right) \mathbf{I}_{N} & -(\gamma+\lambda) \mathbf{I}_{N}\end{array}\right]$,
$Q=\left[\begin{array}{c:cc}-\mu^{2} & 2\left(\beta \mathbf{E}_{R}^{e}-\mu^{2} E_{0}\right)^{T} & 2 \beta\left(\mathbf{E}_{I}^{e}\right)^{T} \\ \bar{\alpha} \mathbf{E}_{I}^{e} & \mathbf{P} \\ -\left(E_{0}+\alpha \mathbf{E}_{R}^{e}\right) & \end{array}\right]$.

Since det $\mathbf{P}=\left[(\gamma+\lambda)^{2}+\left(\mu^{2}+\alpha n^{e}\right)^{2}\right]^{N}>0, \mathbf{P}^{-1}$ exists and is given by

$$
\begin{align*}
\mathbf{P}^{-1}= & {\left[(\gamma+\lambda)^{2}+\left(\mu^{2}+\alpha n^{e}\right)^{2}\right]^{-1} } \\
& \times\left[\begin{array}{cc}
-(\gamma+\lambda) \mathbf{I}_{N} & -\left(\mu^{2}+\alpha n^{e}\right) \mathbf{I}_{N} \\
\left(\mu^{2}+\alpha n^{e}\right) \mathbf{I}_{N} & -(\gamma+\lambda) \mathbf{I}_{N}
\end{array}\right] . \tag{A3}
\end{align*}
$$

Now, $\operatorname{det} \mathbf{Q}$ can be computed by considering the matrix

$$
\begin{align*}
\mathbf{S} & =\mathbf{Q}\left[\begin{array}{cc}
1 & \mathbf{O}_{2 N}^{T} \\
\mathbf{O}_{2 n} & \mathbf{P}^{-1}
\end{array}\right] \\
& =\left[\begin{array}{cc}
=\frac{\mu^{2}}{-}-2\left[\left(\beta \mathbf{E}_{R}^{e}-\underline{\mu}^{2} E_{0}\right)^{T} \beta\left(\mathbf{E}_{I}^{e}\right)^{T}\right] \mathbf{A}^{-1} \\
\alpha \mathbf{E}_{I}^{e} & \\
-\left(E_{0}+\alpha \mathbf{E}_{R}^{e}\right) & \\
& \mathbf{I}_{2 N}
\end{array}\right] \tag{A}
\end{align*}
$$

Since $\operatorname{det} \mathbf{S}=(\operatorname{det} \mathbf{Q})\left(\operatorname{det} \mathbf{P}^{-1}\right), \operatorname{det} \mathbf{P}^{-1}=\left[(\gamma+\lambda)^{2}\right.$
$\left.+\left(\mu^{2}+\alpha n^{e}\right)^{2}\right]^{-N}$ and
$\operatorname{det} \mathbf{S}=-\mu^{2}-2\left[\left(\beta \mathbf{E}_{R}^{e}-\mu^{2} E_{0}\right)^{T}\right] \mathbf{A}^{-1}\left[\begin{array}{c}\alpha \mathbf{E}_{I}^{e} \\ -\left(E_{0}+\alpha \mathbf{E}_{R}^{e}\right)\end{array}\right]$,
we have $\operatorname{det} \mathbf{Q}=\operatorname{det} \mathbf{S} / \operatorname{det} \mathbf{P}^{-1}$. The expression (34) is obtained directly from (Al) and (A5).
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# A comparison of iteration schemes for Chandrasekhar $\mathbf{H}$ equations in multigroup neutron transport 

C. T. Kelley<br>Department of Mathematics, North Carolina State University, Raleigh, North Carolina<br>(Received 18 October 1978)<br>An iteration scheme for the Chandrasekhar $H$-equations in multigroup neutron transport is shown to converge to the solution of physical interest. Moreover, the convergence is more rapid than that provided by direct iteration.

## I. INTRODUCTION

Matrix-valued analogs of the Chandrasekhar $H$-function ${ }^{1}$ that arise in multigroup neutron transport theory ${ }^{2}$ satisfy a coupled system of nonlinear integral equations. We write these equations in matrix form as

$$
\begin{align*}
& \left(\begin{array}{cc}
H_{l}(\mu, \omega) & 0 \\
0 & \widetilde{H}_{r}(\mu, \omega)
\end{array}\right) \\
& \quad=\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right)+\mu \omega\left(\begin{array}{cc}
H_{l}(\mu, \omega) & 0 \\
0 & \widetilde{H}_{r}(\mu, \omega)
\end{array}\right) \\
& \quad \times \int_{0}^{1}\left(\begin{array}{cc}
\Psi(v) & 0 \\
0 & \widetilde{\Psi}(v)
\end{array}\right)\left(\begin{array}{cc}
H_{r}(v, \omega) & 0 \\
0 & \widetilde{H}_{l}(v, \omega)
\end{array}\right) \frac{d v}{\mu+v} \tag{1}
\end{align*}
$$

In Eq. (1), $I$ is the $n \times n$ identity matrix, $\sim$ denotes transpose, $\Psi$ is a matrix-valued function of $v$ with integrable, nonnegative entries, and $\omega$ is a complex parameter. $n \times n$ matrix-valued functions, $H_{l}$ and $H_{r}$, are sought.

If $A_{r}$ and $A_{l}$ are $n \times n$ matrices and $A$ is the $2 n \times 2 n$ matrix given by

$$
A=\left(\begin{array}{cc}
A_{i} & 0  \tag{2}\\
0 & \widetilde{A_{r}}
\end{array}\right),
$$

we define $A^{*}$ by

$$
A^{*}=\left(\begin{array}{cc}
A_{r} & 0  \tag{3}\\
0 & \widetilde{A_{l}}
\end{array}\right) .
$$

If we let $E$ denote the $2 n \times 2 n$ identity matrix and, as in Refs. $3-6$, define $2 n \times 2 n$ matrices $H$ and $D$ by

$$
H=\left(\begin{array}{cc}
H_{l} & 0  \tag{4}\\
0 & \widetilde{H}_{r}
\end{array}\right),\left(D=\begin{array}{cc}
\Psi & 0 \\
0 & \widetilde{\Psi}
\end{array}\right),
$$

we may write Eq. (1) in the more compact form,

$$
H(\mu, \omega)=E+\mu \omega H(\mu, \omega) \int_{0}^{1} D(v) H^{*}(v, \omega) \frac{d v}{\mu+v}(5)
$$

If we let $L$ denote the linear integral operator in Eq. (5), we may write

$$
\begin{equation*}
H(\omega)=E+\omega H(\omega) L H^{*}(\omega) . \tag{6}
\end{equation*}
$$

Equation (6) has multiple solutions, only one of which is of physical interest. We denote this solution by $H(\mu, \omega) . H$ is the only solution of Eq. (6) that is analytic in $\omega$ near $\omega=0$.

If we make the normalization

$$
\begin{equation*}
\left\|\int_{0}^{1} \Psi(v) d v\right\|_{\mathrm{sp}}=\frac{1}{2} \tag{7}
\end{equation*}
$$

where $\|\cdot\|_{\text {sp }}$ denotes spectral radius, then $H(\mu, \omega)$ is analytic in $\omega$ for $|\omega|<1$ and continuous in $\mu$ and $\omega$ for $0 \leqslant \mu \leqslant 1$ and $|\omega| \leqslant 1$.

Of interest here is solvability of Eq. (6) by iteration. We consider two interation schemes. The first is direct iteration:

$$
\begin{equation*}
H_{0}=E, \quad H_{n}=E+\omega H_{n-1} L H_{n-1}^{*}, \quad n \geqslant 1 . \tag{8}
\end{equation*}
$$

The iteration scheme given by Eq. (8) has been studied extensively. ${ }^{5-11}$ The main result ${ }^{6}$ is that $H_{n}(\mu, \omega)$ converges to $H(\mu, \omega)$ uniformly in $\mu$ and $\omega$ for $0 \leqslant \mu \leqslant 1$ and $|\omega| \leqslant 1$.

The second scheme is direct iteration of the following equation, which is equivalent to Eq. (6):

$$
\begin{equation*}
H(\omega)=\left[E-\omega L H^{*}(\omega)\right]^{-1} . \tag{9}
\end{equation*}
$$

The iteration scheme is

$$
\begin{equation*}
K_{0}=E, \quad K_{n}=\left(E-\omega L K_{n-1}^{*}\right)^{-1} \tag{10}
\end{equation*}
$$

In Ref. 7 the author showed that in the scalar case $K_{n}$ coverges to $H$. Bowden ${ }^{12}$ has also considered this question. In this paper we show not only that $K_{n}$ coverges to $H$ but also that the convergence of $K_{n}$ to $H$ is more rapid than that of $H_{n}$ to $H$. Before stating our main result, we define a norm as follows. If $A$ is a $2 n \times 2 n$ matrix-valued function of $\mu$ for $0 \leqslant \mu \leqslant 1$, define

$$
\begin{equation*}
\|A\|=\max _{\substack{1 \leqslant i, j \leqslant 2 n \\ 0 \leqslant \mu<1}}\left|A_{i j}(\mu)\right| . \tag{11}
\end{equation*}
$$

We prove the following theorem:
Theorem 1: $K_{n}(\mu, \omega)$ converges to $H(\mu, \omega)$ uniformly in $\mu$ and $\omega$ for $0 \leqslant \mu \leqslant 1$ and $|\omega| \leqslant 1$. Moreover, for all $c, 0 \leqslant c \leqslant 1$, and $n \geqslant 0$,

$$
\begin{equation*}
\max _{|\omega| \leqslant c}\left\|H(\omega)-K_{n}(\omega)\right\| \leqslant \max _{|\omega| \leqslant c}\left\|H(\omega)-H_{n}(\omega)\right\| \tag{12}
\end{equation*}
$$

As will become clear, the proof of Theorem 1 generalizes directly to the more general case of operator-valued $H$ functions as described in Ref. 3-5 and 13.

## II. PROOF OF THE THEOREM

For $|\omega| \leqslant 1$ we may write
$H(\mu, \omega)=\sum_{m=0}^{\infty} \omega^{m} P_{m}(\mu)$,

$$
\begin{equation*}
H_{n}(\mu, \omega)=\sum_{m=0}^{\infty} \omega^{m} Q_{m, n}(\mu) \tag{14}
\end{equation*}
$$

In Eq. (14), $Q_{m, n}=0$ if $m>2^{n}$, and $Q_{m, n}=P_{m}$ if $0 \leqslant m \leqslant n$. For matrices $A$ and $B$, we say $A \geqslant B$ if $A_{i j} \geqslant B_{i j}$ for all $i$ and $j$. We have, as in Ref. 5, that $0 \leqslant Q_{m, n} \leqslant Q_{m, n+1} \leqslant P_{m}$ for all $m$ and $n$.

Now for $|\omega|$ sufficiently small, we may write

$$
\begin{equation*}
K_{n}(\mu, \omega)=\sum_{m=0}^{\infty} \omega^{m} \boldsymbol{R}_{m, n}(\omega) \tag{15}
\end{equation*}
$$

We require the following lemma:
Lemma 1: For all $m, n \geqslant 0$ we have

$$
\begin{equation*}
0 \leqslant Q_{m, n} \leqslant R_{m, n} \leqslant P_{m} . \tag{16}
\end{equation*}
$$

Assuming the lemma for the present, we may now prove Theorem 1. Note that an immediate consequence of Lemma 1 is that $K_{n}$ exists for $|\omega| \leqslant 1$.

Lemma 1 implies that the power series cofficients of $H$ $K_{n}$ and $H-H_{n}$ are matrix-valued functions of $\mu$ with nonnegative entries. Hence, for $0 \leqslant c \leqslant 1$

$$
\begin{equation*}
\max _{|\omega| \leqslant c}\left\|H(\omega)-H_{n}(\omega)\right\|=\left\|H(c)-H_{n}(c)\right\| \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{|\omega|<c}\left\|H(\omega)-K_{n}(\omega)\right\|=\left\|H(c)-K_{n}(c)\right\| . \tag{18}
\end{equation*}
$$

As $Q_{m, n} \leqslant R_{m, n}$ we must have, for $0 \leqslant c \leqslant 1$,

$$
\begin{equation*}
0 \leqslant H(c)-K_{n}(c) \leqslant H(c)-H_{n}(c) . \tag{19}
\end{equation*}
$$

Hence $\left\|H(c)-K_{n}(c)\right\| \leqslant\left\|H(c)-H_{n}(c)\right\|$. This fact, together with Eqs. (17) and (18) implies inequality (12). As $H_{n}(\mu, \omega)$ converges ${ }^{6}$ to $H(\mu, \omega)$ uniformly in $\mu$ and $\omega$ for $0 \leqslant \mu \leqslant 1$ and $|\omega| \leqslant 1$, the proof of Theorem 1 is complete.

It remains only to prove Lemma 1. Using Eqs. (6), (8), and (10), we derive the relations

$$
\begin{align*}
& P_{m}=\sum_{k+1=m-1} P_{k} L P_{l}^{*}, m \geqslant 1,  \tag{20}\\
& Q_{m, n}=\sum_{k+1=m-1} Q_{k, n-1} L Q_{l, n-1}^{*}, m \geqslant 1,  \tag{21}\\
& R_{m, n}=\sum_{k+1=m-1} R_{k, n} L R_{l, n-1}^{*}, m \geqslant 1 . \tag{22}
\end{align*}
$$

We proceed by induction on $m$ and $n$. Note that, for all $n, P_{0}=Q_{0, n}=R_{0, n}=E$. Also, for all $m, P_{m} \geqslant Q_{m, 0}$ $=R_{m, 0} \geqslant 0$. Hence inequality (16) holds for all $m$ if $n=0$ and
for $m=0$ for any value of $n$. Now assume that inequality (16) holds for all $m$ if $n \leqslant N$ and for $m \leqslant M$ if $n=N+1$. We will be done if we show that this implies that inequality (16) holds for $n=N+1$ and $m=M+1$.

Equation (21), the induction hypothesis, and the fact that, for all $m$ and $n, Q_{m, n} \leqslant Q_{m, n+1}$ imply that

$$
\begin{align*}
0 \leqslant Q_{M+1, N+1} & =\sum_{k+l=M} Q_{k, N} L Q_{l, N}^{*} \\
& \leqslant \sum_{k+l=M} Q_{k, N+1} L Q_{l, N}^{*}  \tag{23}\\
& \leqslant \sum_{k+l=M} R_{k, N+1} L R_{l, N}^{*}
\end{align*}
$$

From Eqs. (20), (22) and the induction hypothesis we obtain

$$
\begin{align*}
R_{M+1, N+1} & =\sum_{k+l=M} R_{k, N+1} L R^{*}{ }_{l, N} \\
& \leqslant \sum_{k+l=M} P_{k} L P^{*}{ }_{l}=P_{M+1} . \tag{24}
\end{align*}
$$

Inequalities (23) and (24) together imply $Q_{M+1, N+1} \leqslant R_{M+1, N+1} \leqslant P_{M+1}$. This completes the proof.
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